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Abstract

We here consider the propagation of surface water waves described by the Boussinesq system.
Following [9], we introduce a regularized Boussinesq system obtained by adding a non-local
pseudo-differential operator define by ĝλ[ζ] = |k|λζ̂k with λ ∈]0, 2]. In this paper, we display a
twofold approach: First, we study theoretically the existence of an asymptotic expansion for the
solution to the Cauchy problem associated to this regularized Boussinesq system with respect to
the regularizing parameter ϵ. Then, we compute the function coefficients of the expansion (in ϵ)
numerically and verify numerically the validity of this expansion up to order 2. We also check the
numerical L2 stability of the numerical algorithm.
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1 Introduction

1.1 Motivation
Flows with a free surface are a very difficult issue, both for the time evolution of the fluid and for
the time evolution of the free surface. First, one must settle the geometry and then find a reasonable
mathematical model for the flow. The latter will be the Euler equation most of the time. Then one must
decide the boundary condition (slipping on the solid boundary most of the time).
Solving the full Euler equation with a free boundary is too complex. To analyze and simulate simpler
models one usually derive an asymptotic model from the Euler equation, by selecting of a physical
regime. To this end, a rescaling is applied, upon hypothesis on the magnitude physical parameters,
introducing a small parameter on which the asymptotic model will be built. For the Boussinesq system
for long wave in shallow water, we refer to [5] and [6].

In [10], Schonbek proved that the classical Boussinesq system has a weak solution. Then, Amick
showed, in [2], the existence and uniqueness of a smooth solution of the same Boussinesq system. For
the general case, the authors studied, in [7], the abcd-Bousinesq system for different values of parame-
ters a, b, c and d. In particular, they prove, for all T > 0 and s > 1, the existence and uniqueness of
the solution of the classical Boussinesq system inC

(
[0, T ], Hs(R)×Hs+1(R)

)
with infx∈R(1+ζ0) > 0.

Regularizing effect have been taken into consideration by several authors: either for theoretical reasons
or for taking into account the regularization due to viscosity, one may add a regularizing term to
Boussinesq system (see [2]). This approache was used, for instance, in [9] where the existence and
uniqueness of the regularized solution is proved, and the authors establish the convergence of the
regularized solution toward the non-regularized one when the regularizing parameter tends to zero.

A further question would be to know whether the regularized solution can be expanded when the
regularizing parameter tends to zero. That is our goal in the present article. We will check (theoretically
and numerically) that the solution to a regularized Boussinesq system has an asymptotic expansion
with respect to the regularizing parameter.

The article is organized as follows. We continue this section by the presentation of the model. The
second section is dedicated to the notations and preliminary estimates that will be used through the
whole paper. In Section 3, we adapt the method used in [1] to prove theoretically the existence of an
asymptotic expansion of the solution to the regularized Boussinesq system with respect to the regulariz-
ing parameter. First, we prove the existence of the asymptotic expansion’s coefficients. Then, we prove
that the rest of the asymptotic expansion is small enough. Section 4 is the numerical study and it divides
into three subsections. In the first, we define the numerical scheme and we verify its convergence to the
expected solution. In the second, we verify numerically the result of [9] that the regularized solution
tends to the non-regularized one when the regularizing parameter ϵ tends to zero. In the third, we
check the existence of an asymptotic expansion of the regularized solution with respect to ϵ up to order 2.
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1.2 Presentation of the model
We consider the classical Boussinesq system:{

ζt + ux + (ζu)x = 0,

ut − utxx + ζx + uux = 0,
(1.1)

where the quantity u = u(x, t) is the horizontal velocity of the liquid particle which is at position
x ∈ R at time t ∈ R+, and the quantity ζ = ζ(x, t) is the total height of the liquid.

For λ ∈]0, 2] and ϵ ≥ 0, we consider the following regularized Boussinesq system:{
ζt + ux + (ζu)x + ϵgλ[ζ] = 0,

ut − utxx + ζx + uux = 0,
(1.2)

where the operator gλ is the non-local operator defined through the Fourier transform by

ĝλ[ζ] = |k|λζ̂k, λ ∈]0, 2].

Remark 1 For λ ∈]1, 2], the operator gλ can be seen as a non-local regularizing operator. While for
λ ∈]0, 1], this operator can be considered to model some detonation phenomena (see for instance [8]).

In [9], the authors showed that for s > 1/2, ϵ ≥ 0, λ ∈]0, 2] and for the initial condition (ζ0, u0) in
Hs(R)×Hs+1(R), there exists a unique global solution (ζϵ, uϵ) ∈ C

(
R+, Hs(R)×Hs+1(R)

)
of the

Cauchy problem associated with (1.2).
Moreover, they prove that the solution (ζϵ, uϵ) of (1.2) with initial condition (ζ0, u0) inHs(R)×Hs+1(R),
for any T > 0, satisfies

(ζϵ, uϵ)
ϵ→0−−→ (ζ, u) in C

(
[0, T ], Hs(R)×Hs+1(R)

)
, (1.3)

where (ζ, u) denotes the solution of (1.1) with initial condition (ζ0, u0).

Last the authors showed the continuity and the convergence of the flow-map with respect to the
parameter ϵ ∈ R+. All these results are obtained only under the non-zero-depth condition 1 + ζ0 > 0.

2 Notations and basic estimation
In this section, we define the functional spaces and we give some basic estimates.

2.1 Notations and functions spaces
In the following, C denotes any non-negative constant which exact expression is of no importance.
The notation x ≲ y means that there exist C such that x ≤ Cy. We designate by C(λ1, λ2, ...) a
non-negative constant depending on the parameters λ1, λ2, ... and whose dependence on the λj is
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always assumed to be non-decreasing.

Let p be any constant with 1 ≤ p < ∞, we denote Lp = Lp(R) the space of all Lebesgue-measurable
functions f with the standard norm

|f |Lp =
(∫

R
|f(x)|pdx

) 1
p
< ∞.

For p = 2, the real inner product of any functions f and g in the Hilbert space L2(R) is denoted by

(f, g)L2 =

∫
R
f(x)g(x)dx.

The space L∞ = L∞(R) consists of all essentially bounded, Lebesgue-measurable functions f with
the norm

|f |L∞ = ess sup |f(x)| < ∞.

For any real constant s, we define the pseudo-differential operator Λs by Λs = (1 − ∂xx)
s
2 . The

space Hs = Hs(R) denotes the Sobolev space of all tempered distributions f with the norm

|f |Hs = |Λsf |L2 < ∞.

For (X, |.|X) a Banach space, we denote as usually Lp(]0, T [, X), 1 ≤ p ≤ +∞, the space of
measurable functions f with the norm

|f |Lp
tX

=
(∫ T

0

|f(., t)|pXdt
) 1

p for 1 ≤ p < ∞,

and for p = +∞
|f |L∞

t X = ess sup
t∈[0,T ]

|f(., t)|X .

The space Ck(R) consists of k-times continuously differentiable functions. And Ck([0, T ], X)
denote the space of k-times continuously differentiable functions f from [0, T ] with value in X , with
the norm

|f |Ck([0,T ],X) = max
i∈[0,k]

sup
t∈[0,T ]

|f (i)(., t)|X .

Finally, for f , g and fg belonging to Banach space X of functions, and for a closed operator J
defined on X , the commutator [J, f ] is defined by

[J, f ]g = J(fg)− fJ(g).

2.2 Preliminary estimates
In the following, we recall some product and commutator estimates for functions defined on R.

Let r1, r2 in R be such that r1 + r2 ≥ 0. Then for all r, such that r ≤ ri (i = 1, 2) and r < r1 + r2 − 1
2
,

and all f ∈ Hr1(R), g ∈ Hr2(R) one has fg ∈ Hr(R) and

|fg|Hr ≲ |f |Hr1 |g|Hr2 . (2.1)
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For any r ≥ 0, and for (f, g) ∈ (Hr(R) ∩ L∞(R))2

|fg|Hr ≲ |f |L∞|g|Hr + |f |Hr |g|L∞ . (2.2)

For f and g two functions in W 1,p(R), we have (see [4]- p. 133)

(fx, g)L2 = −(f, gx)L2 . (2.3)

Recall that for any r ≥ 0 and (f, g) ∈ Hr(R)2, we have by definition

[Λr, f ]g = Λr(fg)− fΛr(g). (2.4)

Concerning commutator estimates, we need the following proposition:
Proposition 2.1 Let b > 1/2, r ≥ 0. If f ∈ Hr ∩Hb+1 then for all g ∈ Hr−1 ∩Hb, we have

|[Λr, f ]g|L2 ≲ |fx|L∞|g|Hr−1 + |fx|Hr−1|g|L∞ . (2.5)

|∂x([Λr, f ]g)|L2 ≲ |[Λr, fx]g|L2 + |[Λr, f ]gx|L2 . (2.6)
Moreover, if 0 ≤ r ≤ b+ 1, f ∈ Hb+1 and g ∈ Hr−1, one has

|[Λr, f ]g|L2 ≲ |fx|Hb|g|Hr−1 . (2.7)

See [3]- pp. 283 and 286 for the proofs of (2.1), (2.2), (2.5) and (2.7). Estimate (2.6) is a consequence
of the following equality:

∂x([Λ
r, f ]g) = ∂x(Λ

r(fg))− ∂x(fΛ
rg)

= Λr(fxg)− fxΛ
rg + Λr(fgx)− fΛrgx

= [Λr, fx]g + [Λr, f ]gx.

2

3 Expansion of the regularized solution with respect to ϵ

In this section, we prove the existence of an asymptotic expansion, with respect to ϵ, of the solution
(ζϵ, uϵ) to the Cauchy problem associated with the system (1.2).

Let ϵ > 0, λ ∈]0, 2] and
s > 1/2 + max(λ, 1). (3.1)

For m ∈ N∗ we define
αm
l = s+ (m− l)max(λ, 1), 1 ≤ l ≤ m. (3.2)

We now give our main Theorem:
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Theorem 3.1 For T > 0 and (ζ0, u0) ∈ Hαm
0 (R) × Hαm

0 +1(R), let (ζϵ, uϵ), respectivly (ζ, u),∈
C([0, T ], Hαm

0 (R)×Hαm
0 +1(R)) be the solution to the Cauchy problem associated with (1.2), respectivly

with (1.1), and initial data (ζ0, u0). Then there existm vectors (ζl, ul) inC([0, T ], Hαm
l (R)×Hαm

l +1(R))
such that, (ζϵ, uϵ), admits in C([0, T ], Hs(R)×Hs+1(R)), an asymptotic expansion up to order m,given
by

ζϵ = ζ +
m∑
l=1

ϵlζl + o(ϵm), uϵ = u+
m∑
l=1

ϵlul + o(ϵm). (3.3)

Remark 2 For f in a Banach space X , the error f = o(ϵm) is defined by

||f ||X
ϵm

−→ 0 when ϵ −→ 0.

To prove Theorem 3.1, we first prove the existence of m vectors (ζl, ul), 1 ≤ l ≤ m in Section 3.1.
Then, we prove that these m vectors are the coefficients of the asymptotic expansion (3.3) in section
3.2.

Throughout this paper we will use the following elementary result:

Proposition 3.1 Let m ∈ N∗ and 1 ≤ l ≤ m. For i = 0, ..., l − 1, we have

αm
i ≥ αm

l +max(λ, 1),

and then, Hαm
i (R) is continuously injected in Hαm

l +1(R) ∩Hαm
l +λ(R).

Proof :

αm
i = s+ (m− i).max(λ, 1)

≥ s+ (m− l)max(λ, 1) + max(λ, 1), because i ≤ l − 1

≥ αm
l +max(λ, 1),

and then, the result follows. 2

3.1 Existence of the asymptotic expansion’s coefficients
We put the assumed expansion (3.3) of (ζϵ, uϵ) in the system (1.2). The system satisfied by (ζl, ul) is

for 1 ≤ l ≤ m,


(ζl)t + (ul)x + (ζl.u)x + (ζ.ul)x = f1,l,

(ul)t − (ul)txx + (ζl)x + (u.ul)x = f2,l,

ζl(x, 0) =: ζl0, ul(x, 0) =: ul0,

(3.4)

where

f1,l = −
l−1∑
i=1

(ζiul−i)x − gλ[ζl−1], and f2,l = −
l−1∑
i=1

ui.(ul−i)x. (3.5)

So, the solution (ζl, ul) are defined owing to the preliminary knowledge of previous order terms in the
expansion (ζi, ui)i=1,...,l−1 and also (ζ, u). We will make an induction to prove all those coefficients
exist and later check the difference between these coefficients is o(1).
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Remark 3 In our problem, ζl0 = ul0 = 0 but we want to show the existence in the general case
independently of the value of ζl0 and ul0.

In this subsection, we prove the existence and regularity of the solution (ζl, ul) of the Cauchy problem
(3.4), assuming (ζi, ui)i=1,...,l−1 as stated in the following Theorem 3.2.

Theorem 3.2 Let T > 0, ϵ > 0, λ ∈]0, 2] and s > 1/2 + max(λ, 1). We suppose (ζl0, ul0) ∈
Hαm

l (R)×Hαm
l +1(R) and the functions (ζi, ui) i = 1, ..., l−1, are in C([0, T ], Hαm

i (R)×Hαm
i +1(R))

with αm
i , i = 1, ...,m defined in (3.2).

Then there exists, a unique solution (ζl, ul) of system (3.4) in C([0, T ], Hαm
l (R)×Hαm

l +1(R)).
This solution satisfies for all t ∈ [0, T ], the following inequality:

Eα(ζl, ul) ≲ eA.t/2Eα(ζl0, ul0) +
1

2

∫ t

0

eA(t−r)/2B(r)dr. (3.6)

where B(r) depends on the functions (ζi, ui)i=1,...,l−1.

Proof of Theorem 3.2:

The existence of solution of system (3.4) in C([0, T ], Hαm
l (R) × Hαm

l +1(R)) follows, in a classi-
cal way, by using the Friedrichs regularization technique, the Cauchy-Lipschitz theorem together with
energy estimate in the vain of (3.6) writen for the Friedrichs mollifiers solutions (see for instance [11]
p. 414 or [14] Appendix A). The uniqueness is easly showed by estimate (3.6) writen for the difference
of two solutions.

Remark 4 The existence and uniqueness result concerning system (3.4) can be also obtained by Bona-
Smith regularization technic always with the Cauchy-Lipschitz theorem and energy estimate of type
(3.6) (see ( [9]) in case of nonlinear system).

In the following we give a detailled proof of the energy estimate (3.6).

To prove the energy estimate (3.6), we define, for α > 0, the energy operator by:

Eα : Hα(R)×Hα+1(R) −→ R

(ζ, u) 7−→
√

|ζ|2Hα + |u|2Hα+1 .

Since s > 1/2 + max(λ, 1), Hαm
l is an algebra for all l = 0, ...,m. To simplify the notation in this

Section 3.1, we denote
α := αm

l .

Below, we use the energy estimate to show that the energy operator Eα(ζl, ul) is bounded in the time
interval [0, T ]. We apply the operator Λα to (3.4)1 and (3.4)2, then multiply these two equations by
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Λαζl and Λαul respectively.
We integrate this new system with respect to x and we sum the two equations. We find

∂t(E
α(ζl, ul)

2) = −(Λα(ul)x,Λ
αζl)L2 − (Λα(uζl)x,Λ

αζl)L2 − (Λα(ulζ)x,Λ
αζl)L2

− (Λα(ζl)x,Λ
αul)L2 − (Λα(uul)x,Λ

αul)L2 + (Λαf1,l,Λ
αζl)L2 + (Λαf2,l,Λ

αul)L2

=
7∑

j=1

σj, (3.7)

where the σj are the j − th monomial in the equation above. The functions f1,l and f2,l are defined in
(3.5).

We now turn to estimating the different terms of the previous identity:

Estimate of σ1 and σ4: We use (2.3) and get

σ1 + σ4 = (Λα(ul)x,Λ
αζl)L2 + (Λα(ζl)x,Λ

αul)L2 = 0. (3.8)

Estimate of σ2: We use here the Cauchy-Schwarz inequality and the definition of the commutator (2.4).
One has

|σ2| = |(Λα(u.ζl)x,Λ
αζl)L2| = |(Λα(u.ζl),Λ

α(ζl)x)L2 |
≤ |(u.Λαζl, (Λ

αζl)x)L2|+ |([Λα, u]ζl, (Λ
αζl)x)L2|

=
1

2
|(ux, |Λαζl|2)L2|+ |(∂x([Λα, u]ζl),Λ

αζl)L2|

=
1

2
|(ux.Λ

αζl,Λ
αζl)L2|+ |(∂x([Λα, u]ζl),Λ

αζl)L2|

≤ 1

2
|ux|L∞ .|ζl|2Hα + |(∂x([Λα, u]ζl),Λ

αζl)L2 |.

For the first term of the above inequality, we use that Hα(R) ⊂ L∞(R), we get

1

2
|ux|L∞|ζl|2Hα ≲

1

2
|ux|Hα |ζl|2Hα . (3.9)

Then, for the second term by using the Cauchy-Schwarz inequality and (2.6), we get

|(∂x([Λα, u]ζl),Λ
αζl)|L2 ≲

(
|[Λα, ux]ζl|L2 + |[Λα, u](ζl)x|L2

)
|Λαζl|L2 ,

We use below (2.7) for the first term (r = α, b = α− 1) and for the second term (r = α, b = α). We
obtain(

|[Λα, ux]ζl|L2 + |[Λα, u](ζl)x|L2

)
|Λαζl|L2 ≲

(
|uxx|Hα−1 |ζl|Hα−1 + |ux|Hα|(ζl)x|Hα−1

)
|ζl|Hα

≲ 2|ux|Hα|ζl|2Hα . (3.10)

By (3.9) and (3.10), we can state

|σ2| = |(Λα(uζl)x,Λ
αζl)L2| ≲ 5

2
|ux|Hα|ζl|2Hα

≲
5

2
|ux|HαEα(ζl, ul)

2. (3.11)
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Estimate of σ3: We use here the Cauchy-Schwarz inequality. We get

|σ3| = |(Λα(ulζ)x,Λ
αζl)L2| ≤ |ulζ|Hα+1 |ζl|Hα

≤ |ul|Hα+1|ζ|Hα+1|ζl|Hα

≲ |ζ|Hα+1Eα(ζl, ul)
2. (3.12)

Estimate of σ5: We use (2.1) such that r = α and r1 = r2 = α + 1 and we get

|σ5| = |(Λα(uul)x,Λ
αul)L2| ≤ |Λα(uul)|L2|Λα(ul)x|L2

≲ |u|Hα+1 |ul|2Hα+1

≲ |u|Hα+1Eα(ζl, ul)
2. (3.13)

Estimate of σ6: We use the triangle inequality for f1,l defined in (3.5). We find

|σ6| = |(Λαf1,l,Λ
αζl)L2 | ≤

l−1∑
i=1

|(Λα(ζiul−i)x,Λ
αζl)L2|+ |(Λαgλ[ζl−1],Λ

αζl)L2|.

=: |σ6.1|+ |σ6.2|

1. To estimate σ6.1, we use (2.1) such that r = r1 = r2 = α + 1, and get

|σ6.1| =
l−1∑
i=1

|(Λα(ζiul−i)x; Λ
αζl)L2| ≲

l−1∑
i=1

|ζiul−i|Hα+1 |ζl|Hα ,

≲
l−1∑
i=1

|ζi|Hα+1|ul−i|Hα+1|ζl|Hα . (3.14)

2. To estimate σ6.2, we use the Cauchy-Schwarz inequality. We have

|σ6.2| = |(Λαgλ[ζl−1]; Λ
αζl)L2| = |

∫
R

̂Λαgλ[ζl−1] Λ̂αζl dk|

= |
∫
R
(1 + k2)α/2 |k|λζ̂l−1(k) Λ̂αζl dk|

≤
(∫

R
(1 + k2)α+λ |ζ̂l−1|2(k) dk

) 1
2 |ζl|Hα

= |ζl−1|Hα+λ|ζl|Hα . (3.15)

By (3.14) and (3.15), we can state

|σ6| = |(Λαf1,l,Λ
αζl)L2| ≲

[ l−1∑
i=1

|ζi|Hα+1|ul−i|Hα+1 + |ζl−1|Hα+λ

]
Eα(ζl, ul). (3.16)

Estimate of σ7: We use (2.1) for f 2
l given by (3.5), and get

|σ7| = |(Λαf2,l,Λ
αul)L2| ≲

l−1∑
i=1

|Λα(ui(ul−i)x)|L2|ul|Hα

≲
l−1∑
i=1

|ui|Hα|ul−i|Hα+1Eα(ζl, ul). (3.17)
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Now, we put the estimates (3.8), (3.11), (3.12), (3.13), (3.16) and (3.17) in (3.7). We get

∂t(E
α(ζl, ul)

2) ≲
[5
2
|ux|Hα + |ζ|Hα+1 + |u|Hα+1

]
Eα(ζl, ul)

2

+
[
|ζl−1|Hα+λ +

l−1∑
i=1

(
|ζi|Hα+1|ul−i|Hα+1 + |ui|Hα|ul−i|Hα+1

)]
Eα(ζl, ul),

=: A(t)Eα(ζl, ul)
2 +B(t)Eα(ζl, ul). (3.18)

We use (3.18) to prove that the operator Eα(ζl, ul) is bounded in the time interval [0, T ].
For all T > 0, we denote A := supt∈[0,T ] A(t). Then

∂t(E
α(ζl, ul)

2) ≤ AEα(ζl, ul)
2 +B(t)Eα(ζl, ul).

Now, we multiply by e−At and get

∂t
(
e−AtEα(ζl, ul)

2
)
≤ e−AtB(t)Eα(ζl, ul).

We get

Eα(ζl, ul) ≲ eAt/2Eα(ζl0, ul0) +
1

2

∫ t

0

eA(t−r)/2B(r)dr. (3.19)

So, we completed the proof of Theorem 3.2.
2

3.2 Smallness of the remaining term in the expansion
Below, we prove that the solutions (ζl, ul), l = 1, ...,m given by Theorem 3.2 in Section 3.1 and the
solution (ζ, u) of the system (1.1) are actually the coefficients of the asymptotic expansion of the
solution (ζϵ, uϵ) with respect to ϵ. To that purpose, we subtract the expansion from the regularized
solution and prove that the remaining term is small in functional spaces.
In the following, we use the notation Uϵ = (ζϵ, uϵ) for the solution of system (1.2), Ul = (ζl, ul) where
l = 1, ...,m for the solutions given by Theorem 3.2, and U0 := U = (ζ, u) the solution of system (1.1).
Let Vl be defined by induction by the formulas:{

V0 = Uϵ,

Vl+1 = Vl − ϵlUl for l = 0, ...,m.
(3.20)

This definition is designed so as to have the following expansion with the remaining Vl+1:

Uϵ = U +
l∑

i=1

ϵiUi + Vl+1. (3.21)

We denote here Xm
l := Hαm

l−1(R)×Hαm
l−1+1(R), where αm

l was defined in (3.2).
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Remark 5 The injection mapping Xm
l ⊂ Xm

l+1 is continuous. Moreover Xm
l is still an algebra up to

l = m+ 2 thanks to the assumption (3.1).

In the following we will use the following Lemma, so as to state that the rest of the expansion tends to
zero in functional spaces when ϵ tends to zero.

Lemma 3.1 Let ϵ ≥ 0. Then for l = 0, ...,m, Vl+1 defined by (3.20) belongs to Xm
l+1. Moreover, as ϵ

tends to zero, Vl+1 tends to zero in Xm
l+1.

Proof: (by induction)

For l = 0, it is clear that V1 = Uϵ − U ∈ Xm
1 . Then, we use the convergence (1.3) that is proven in

Theorem 1.1 in [9]. We get V1 = Uϵ − U goes to zero in Xm
1 when ϵ −→ 0.

For l = 1, by definition V2 = V1−ϵU1. We just proved that V1 tends to zero in Xm
1 ⊂ Xm

2 , and U1 de-
fined by Theorem 3.2 (for l = 1) then bounded in Xm

2 . Therefore, V2 tends to zero in Xm
2 when ϵ −→ 0.

Now, by induction step, we suppose that the property of Lemma 3.1 is true for l. Hence Vl+1 =
Vl − ϵlUl ∈ Xm

l+1 and Vl+1 tends to zero in Xm
l+1 when ϵ −→ 0 (the same interpretation as the case

l = 1). This completes the proof of Lemma 3.1.
2

The expression (3.21) defines the asymptotic expansion of Uϵ where Vl+1 is the rest of the expansion.
To complete the proof of Theorem 3.1, we must prove that: for l = 0, . . . ,m

Vl+1 = o(ϵl). (3.22)

For that purpose, we expand Uϵ up to order l in (1.2) and we write the system satisfied by Vl+1 =: (p, q).
After simplifications of the order 0 to l terms, thanks to Theorem 3.2, we get this nonlinear system:

pt + qx +
l∑

i=0

[
ϵi(ζiq)x + ϵi(uip)x

]
+ (pq)x + ϵgλ[p] = F1,l+1,

qt − qtxx + px +
l∑

i=0

ϵi(uiq)x + qqx = F2,l+1,

(3.23)

where, 0 ≤ l ≤ m and:

F1,l+1 = −
l∑

k=1

k∑
i=1

ϵk+l+1−i(ζkul+1−i)x − ϵl+1gλ[ζl], F2,l+1 = −
l∑

k=1

k∑
i=1

ϵk+l+1−iuk(ul+1−i)x,

and vanishing initial conditions (if l ≥ 1). By (3.20), the solution Vl+1 of the system (3.23) belongs to
Xm

l+1.
To simplify the notation here, let Dl+1 be the nonlinear partial differential operator defined by the
system (3.23), i.e.

Dl+1(Vl+1) = (F1,l+1, F2,l+1). (3.24)

Now, we need two technical lemmas to complete the proof of the Theorem 3.1. We will prove first that
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the right hand side of (3.24) is o(ϵl) in adequate norms. Then, we will prove that the solution Vl+1 to
(3.24) depends continuously on the right hand side. The conclusion will be obvious then.

Lemma 3.2 For 0 ≤ l ≤ m, we have

(F1,l+1, F2,l+1) = o(ϵl) in L∞
t Xm

l+2.

Remark 6 By using (3.1), we get that Xm
m+2 is still an algebra.

Proof:
We compute the norm of (F1,l+1, F2,l+1) in L∞

t Xm
l+2 where Xm

l+2 = Hαm
l+1(R) × Hαm

l+1+1(R). To
simplify the notation in this Section 3.2, we take α̃ := αm

l+1.

Remark 7 By assumption, we have ζk ∈ Hαm
k . But, if k ≤ l

α̃ + 1 = s+ (m− l)max(λ, 1)−max(λ, 1) + 1

≤ s+ (m− k)max(λ, 1), because k ≤ l,

= αm
k ,

then ζk ∈ Hαm
k ⊂ H α̃+1. So |ζk|Hα̃+1 < ∞ . The same for the existence of |ζl|Hα̃+λ and |ul+1−i|Hα̃+2 .

• For F1,l+1, we use (2.1). We get:

|F1,l+1|L∞
t Hα̃ = |Λα̃F1,l+1|L∞

t L2
x
≲ ϵl+1.

[ l∑
k=1

k∑
i=1

ϵk−i|ζk|L∞
t Hα̃+1 |ul+1−i|L∞

t Hα̃+1 + |ζl|L∞
t Hα̃+λ

]
≲ ϵl+1.

[ l∑
k=1

k∑
i=1

ϵk−i|ζk|L∞
t H

αm
k
|ul+1−i|L∞

t H
αm
l+1−i

+ |ζl|L∞
t H

αm
l

]
.

• For F2,l+1, we use (2.1). We get:

|F2,l+1|L∞
t Hα̃+1 = |Λα̃+1F2,l+1|L∞

t L2
x
≲ ϵl+1.

[ l∑
k=1

k∑
i=1

ϵk−i|uk|L∞
t Hα̃+1|ul+1−i|L∞

t Hα̃+2

]
≲ ϵl+1.

[ l∑
k=1

k∑
i=1

ϵk−i|uk|L∞
t H

αm
k

+1|ul+1−i|L∞
t H

αm
l+1−i

+1

]
.

We conclude that
(F1,l+1, F2,l+1) = o(ϵl) in L∞

t Xm
l+2.

2

The function Vl+1 ∈ Xm
l+1 ⊂ Xm

l+2 satisfies (3.23). We have the following Lemma:

Lemma 3.3 For (F1,l+1, F2,l+1) ∈ L∞
t Xm

l+2, we have

|Vl+1|L∞
t Xm

l+2
≤ C

∣∣(F1,l+1, F2,l+1

)∣∣
L∞
t Xm

l+2

.
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Proof:
We apply the operator Λα̃ to (3.23)1 and (3.23)2, then multiply these two equations by Λα̃p and Λα̃q
respectively. We integrate this new system with respect to x and we sum the two equations. We find

∂t
(
|p|2Hα̃ + |q|2Hα̃+1

)
+ ϵ(Λα̃gλ[p],Λ

α̃p)L2

= −(Λα̃(pq)x,Λ
α̃p)L2 − (Λα̃(qqx),Λ

α̃q)L2

−
l∑

i=0

ϵi
(
(Λα̃(ζiq)x,Λ

α̃p)L2 + (Λα̃(uip)x,Λ
α̃p)L2 + (Λα̃(uiq)x,Λ

α̃q)L2

)
+ (Λα̃F1,l+1,Λ

α̃p)L2 + (Λα̃F2,l+1,Λ
α̃q)L2

=
7∑

j=1

τj, (3.25)

where the τj are the j − th monomial up to these numbers in the equation.
In [9], the authors prove that

(Λα̃gλ[p],Λ
α̃p)L2 ≥ |px|2Hα̃−1+λ/2 ≥ 0.

We now turn to estimating the different terms of (3.25). In the following, we will do the same calcula-
tions that we did in the proof of the Energy estimate (3.6):

Estimate of τ1: we do the same estimate as σ2:

|τ1| = |(Λα̃(pq)x,Λ
α̃p)L2| ≲ 5

2
|q|Hα̃+1 |p|2Hα̃ . (3.26)

Estimate of τ2: we use here the Cauchy-Schwarz inequality. We get

|τ2| = |(Λα̃(qqx),Λ
α̃q)L2| ≤ |q|L∞|q|2Hα̃+1 . (3.27)

Estimate of τ3: by the same estimate as for σ6.1, we get

|τ3| = |
l∑

i=0

ϵi(Λα̃(ζiq)x,Λ
α̃p)L2| ≤

l∑
i=0

ϵi|ζiq|Hα̃+1 |p|Hα̃

≤
l∑

i=0

ϵi|ζi|Hα̃+1|q|Hα̃+1|p|Hα̃

≤
l∑

i=0

ϵi|ζi|Hαm
i
|q|Hα̃+1|p|Hα̃ . (3.28)

Estimate of τ4: we do the same step as for τ1. We get

|τ4| = |
l∑

i=0

ϵi(Λα̃(uip)x,Λ
α̃p)L2| ≲ 5

2

l∑
i=0

ϵi|ui|Hα̃+1 |p|2Hα̃

≲
5

2

l∑
i=0

ϵi|ui|Hαm
i

+1|p|2Hα̃ . (3.29)

13



Estimate of τ5: we do the same step as for τ3. We have

|τ5| = |
l∑

i=0

ϵi(Λα̃(uiq)x,Λ
α̃q)L2| ≤

l∑
i=0

ϵi|uiq|Hα̃+1|q|Hα̃

≤
l∑

i=0

ϵi|ui|Hα̃+1|q|2Hα̃+1

≤
l∑

i=0

ϵi|ui|Hαm
i

+1|q|2Hα̃+1 . (3.30)

Estimate of τ6: we use here the Cauchy-Schwarz inequality. We get

|τ6| = |(Λα̃F1,l+1,Λ
α̃p)L2| ≤ |F1,l+1|Hα̃|p|Hα̃ . (3.31)

Estimate of τ7: we use the Cauchy-Schwarz inequality. We get

|τ7| = |(Λα̃F2,l+1,Λ
α̃q)L2| ≤ |F2,l+1|Hα̃+1|q|Hα̃+1 . (3.32)

Now, we put the estimates (3.26), (3.27), (3.28), (3.29), (3.30), (3.31) and (3.32) in (3.25). We get

∂t

(
|p|2Hα̃ + |q|2Hα̃+1

)
+ ϵ|px|2Hα̃−1+λ/2 ≲

[
|p|Hα̃|q|Hα̃+1 + |q|L∞

x
|q|Hα̃+1

+
l∑

i=0

ϵi|ζi|Hαm
i
|q|Hα̃+1 +

l∑
i=0

ϵi|ui|Hαm
i

+1 |p|Hα̃

+
l∑

i=0

ϵi|ui|Hαm
i

+1 |q|Hα̃+1

+ |F1,l+1|Hα̃ + |F2,l+1|Hα̃+1

](
|p|Hα̃ + |q|Hα̃+1

)
.

Therefore, we get

∂t

(
Eα̃(p, q)

)2
≲
(
|F1,l+1|Hα̃ + |F2,l+1|Hα̃+1

)
|Eα̃(p, q)

+
[
|q|Hα̃+1 + |q|L∞

x
+

l∑
i=0

ϵi
(
|ζi|Hαm

i
+ |ui|Hαm

i
+1

)](
Eα̃(p, q)

)2
.

To simplify the notation, we take

Γ(t) := |q|Hα̃+1 + |q|L∞
x
+

l∑
i=0

ϵi
(
|ζi|Hαm

i
+ |ui|Hαm

i
+1

)
.

• If Eα̃(p, q) = 0, then p = q = 0 and this completes the proof of Lemma 3.3 .

• If Eα̃(p, q) > 0, then we divide by Eα̃(p, q). We get

∂tE
α̃(p, q) ≲ Γ(t)Eα̃(p, q) +

(
|F1,l+1|Hα̃ + |F2,l+1|Hα̃+1

)
.
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Then, we have

Eα̃(p, q) ≲
[ ∫ t

0

(
|F1,l+1|Hα̃ + |F2,l+1|Hα̃+1

)
exp(−

∫ τ

0

Γ(s)ds)dτ
]
exp(

∫ t

0

Γ(s)ds)

≲
(
|F1,l+1|L∞

t Hα̃ + |F2,l+1|L∞
t Hα̃+1

)[ ∫ t

0

exp(−
∫ τ

0

Γ(s)ds)dτ
]
exp(

∫ t

0

Γ(s)ds).

Therefore,
|Vl+1|L∞

t Xm
l+2

≲
(
|F1,l+1|L∞

t Hα̃ + |F2,l+1|L∞
t Hα̃+1

)
.

So, we completed the proof of Lemma 3.3.
2

At this stage, we proved the existence of m vectors (ζl, ul)l=1,...,m in Theorem 3.2. Then, we proved
that the rest of the asymptotic expansion Vl+1 is o(ϵl) in Lemmas 3.2 and 3.3. Now, we will use all
these results to complete the proof of Theorem 3.1.

Proof of Theorem 3.1: By definition (3.20) of Vm, we deduce

Uϵ = U +
m∑
l=1

ϵlUl + Vm+1.

Applying Lemma 3.2 to l = m+ 1, gives us

(F1,m+1, F2,m+1) = o(ϵm) in L∞
t Xm

m+2(R).

Using Lemma 3.3, we get

|Vm+1|L∞
t Xm

m+2
≲
∣∣(F1,l+1, F2,l+1

)∣∣
L∞
t Xm

m+2
= o(ϵm).

Therefore, the solution Uϵ to the Cauchy problem associated with (1.2) has, in Hs(R)×Hs+1(R), an
asymptotic expansion up to order m,

Uϵ = U +
m∑
l=1

ϵlUl + o(ϵm),

and the proof is complete.
2

4 Numerical simulations
Below, we give the numerical justifications and results that transpose in numerics our theoretical
Theorem 3.1. In the first part, we define the numerical scheme and we verify its convergence to the
expected solution. In the second part, we verify numerically the result of [9] that the solution of the
regularized Boussinesq system (1.2) tends to the solution of the Boussinesq system (1.1) when ϵ tends to
zero. Then in the third, we check numerically the existence of an asymptotic expansion of the solution
(ζϵ, uϵ) of the system (1.2) with respect to ϵ up to the order 2 as stated in our general Theorem 3.1 in
the general case m.
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4.1 Numerical scheme
We start with the discretization in time and space for the system (1.2) :
The time discretization
We use a Sanz-Serna scheme for which dt is the time step. The system (1.2) is discretized in time in:

ζn+1 − ζn

dt
+ ∂x

(un+1 + un

2

)
+ ∂x

((ζn+1 + ζn)(un+1 + un)

4

)
+ ϵgλ

[ζn+1 + ζn

2

]
= 0,

(1− ∂xx).
un+1 − un

dt
+ ∂x

(ζn+1 + ζn

2

)
+

1

2
∂x

(un+1 + un

2

)2
= 0.

(4.1)

The space discretization
To simplify the notation, k denotes the value of 2πk

L
. We apply the Fourier transform in space to the

system (4.1). We get
ζ̂n+1
k =

[(
1− dt

2
ϵ|k|λ

)
ζ̂nk − 1

2
ik dt.(ûn+1

k + ûn
k)

− 1

4
ik dt.F

(
(ζn+1 + ζn)(un+1 + un)

)](
1 +

dt
2
ϵ|k|λ

)−1

,

ûn+1
k =

[
(1 + k2)ûn

k −
1

2
.ik dt.(ζ̂n+1

k + ζ̂nk )−
1

8
ik dt.F

(
(un+1 + un)2

)]
(1 + k2)−1.

(4.2)

This scheme is implicit, so we will apply a fixed point method. To that end, we use the standard Picard
iterate to solve the fixed point at each step. The system (4.2) can be written as :{

ζ̂n+1 = Θ1(ζ̂
n+1, ζ̂n, ûn+1, ûn),

ûn+1 = Θ2(ζ̂
n+1, ζ̂n, ûn+1, ûn),

(4.3)

where Θ1 and Θ2 are the right hand side of System (4.2).
We solve this system by the following algorithm:

Algorithm : Picard iterate

v01 = ζn, v02 = un , m = 0

While ∥Θ1(v̂1
m, ζ̂n, v̂2

m, ûn)− v̂m1 ∥ > θ & ∥Θ2(v̂1
m, ζ̂n, v̂2

m, ûn))− v̂m2 ∥ > θ do

v̂m+1
1 = Θ1(v̂1

m, ζ̂n, v̂2
m, ûn)

(4.4)
v̂m+1
2 = Θ2(v̂1

m, ζ̂n, v̂2
m, ûn)

m=m+1

end While

ζn+1 = vm1 and un+1 = vm2

Here θ > 0 is a small fixed parameter. We choose θ = 10−13. We will use this algorithm for the whole
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article.

Stability of the Picard iterate:
One may wonder whether the substep of Picard fixed point, which relies on a false time remains stable.
To that end, we follow what is done in [16]. In this article, the authors use the classical Fourier method
for ensuring stability. This leads to a growth coefficient which can be made smaller than 1 in case of
sufficiently small dt. This is a CFL like condition. Below we compose the computation by [16] to our
system of equations. This enables use to state the following Theorem:

Theorem 4.1 Picard’s fixed point described in (4.4) contains a time step derived from the Sanz-Serna
algorithm (4.2). If we want the growth function to be less than one, it is sufficient that the time step to
be such that:

dt <
dx

π(|ζn|L∞ + |un|L∞)
,

to ensure the stability of the Picard iterate.

Proof :
We can write Sanz-Serna’s Scheme (4.2) as:

A

(
ζ̂n+1
k

ûn+1
k

)
= B

(
ζ̂nk
ûn
k

)
−


ik dt

4 + 2ϵdt|k|λ
F
(
(ζn+1 + ζn)(un+1 + un)

)
ik dt

8(1 + k2)
F
(
(un+1 + un)2

)
 , (4.5)

where

A =

 1
ikdt

2 + ϵdt|k|λ
ikdt

2(1 + k2)
1

 and B =


2− ϵdt|k|λ

2 + ϵdt|k|λ
−ikdt

2 + ϵdt|k|λ
−ikdt

2(1 + k2)
1

 . (4.6)

Moreover, we have

det(A) = 1 +
k2dt2

4(1 + k2)(1 + 0.5ϵdt|k|λ)
> 0.

Then, the matrix A is invertible for all dt.

Now, we use the Picard iterate. We get

A

(
ζ̂n+1 − v̂m+1

1

ûn+1 − v̂m+1
2

)
= −ik dt

2


1

2 + ϵdt|k|λ
F
(
(ζn+1 + ζn)(un+1 + un)− (vm1 + ζn)(vm2 + un)

)
1

4(1 + k2)
F
(
(un+1 + un)2 − (vm2 + un)2

)
 .

(4.7)
A linearization, near (ζ̂n, ûn), of the nonlinear term leads to the approximation

A

(
ζ̂n+1 − v̂m+1

1

ûn+1 − v̂m+1
2

)
≈ −ik dt

2


1

2 + ϵdt|k|λ
B̂1

1

4(1 + k2)
B̂2

 , (4.8)
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where,

B̂1 = F(un(ζn+1 − vm1 ) + ζn(un+1 − vm2 )) and B̂2 = F(un(un+1 − vm2 )). (4.9)

Now, we multiply (4.8) by A−1. We get

(
ζ̂n+1 − v̂m+1

1

ûn+1 − v̂m+1
2

)
≈ − ik dt

2det(A)


1

2 + ϵdt|k|λ
B̂1 −

ikdt
4(1 + k2)(2 + ϵdt|k|λ)

B̂2

−ikdt
2(1 + k2)(2 + ϵdt|k|λ)

B̂1 +
1

4(1 + k2)
B̂2

 . (4.10)

By the Parseval’s formula, we get

|ζn+1 − vm+1
1 |L2 + |un+1 − vm+1

2 |L2 ≤ |k| dt
2

[
4(1 + k2) + 3|k|dt+ 2 + ϵdt|k|λ

4(1 + k2)(2 + ϵdt|k|λ)

](
|B1|L2 + |B2|L2

)
.

By (4.9), we have

|B1|L2 ≤ |un|L∞|ζn+1 − vm1 |L2 + |ζn|L∞|un+1 − vm2 |L2 and |B2|L2 ≤ |un|L∞|un+1 − vm2 |L2 .

Then, we get

|ζn+1 − vm+1
1 |L2 + |un+1 − vm+1

2 |L2 ≤ F (k)(|ζn+1 − vm1 |L2 + |un+1 − vm2 |L2),

where

F (k) =
|k| dt
2

[
4(1 + k2) + 3|k|dt+ 2 + ϵdt|k|λ

4(1 + k2)(2 + ϵdt|k|λ)

]
(|ζn|L∞ + |un|L∞)

≤ |k| dt(|ζn|L∞ + |un|L∞),

but we have |k| < π/dx, then

F (k) <
π dt
dx

(|ζn|L∞ + |un|L∞).

Therefore, F (k) < 1 if

dt <
dx

π(|ζn|L∞ + |un|L∞)
,

and the proof is complete.
2

Validating the program of this algorithm
To simplify the notation, let Υ be the nonlinear partial differential operator defined by the system (1.2),
i.e.

(1.2) ⇐⇒ Υ(ζϵ, uϵ) = (0, 0). (4.11)

To verify the algorithm, we study the system :

Υ(ζϵ, uϵ) = Υ(ζexact, uexact), (4.12)
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where

ζexact(x, t) = sin(t) cos(2πx/L) and uexact(x, t) = cos(t) sin(2πx/L).

We use these parameters: ϵ = 0, λ = 1, Nx = 1024 on the interval [−L/2, L/2] with L = 4π and
Tfinal = 2. We compute the errors

ERRL2 =
√

|ζϵ − ζexact|2L2 + |uϵ − uexact|2L2 and ERRL∞ =
1

2
(|ζϵ−ζexact|∞+|uϵ−uexact|∞).

The results presented here have been obtained using Matlab software and the FFT matlab’s function.
We use the Sanz-Serna scheme and the standard Picard iterate which are defined in (4.2) and (4.4) to
compute the solution of (4.12). Then we compute the errors.
The results can be seen in Table 1 and Figure 1.

dt ERRL2 ERRL∞

0.01 2e− 5 6.07e− 6

0.0075 1.12e− 5 3.4e− 6

0.005 5e− 6 1.52e− 6

0.0025 1.24e− 6 3.78e− 7

0.001 2e− 7 6e− 8

0.0005 5e− 8 1.5e− 8

Table 1 Figure 1: Variations of errors with respect to ϵ

We conclude that the solution (ζϵ, uϵ) of the system (1.2) tends to the exact solution (ζexact, uexact)
when dt tends to zero. So we can conclude that our numerial algorithm does what we claim it does.

4.2 Convergence of the regularized solution to the non-regularized one
We still use, below, the Sanz-Serna scheme and the standard Picard iterate which are defined in (4.2)
and (4.4). Simulations are made for λ = 1, starting from the initial height ζ0 = 0 and the initial velocity
u0 = cos(2πx/L) on the interval [−L/2, L/2] with L = 4π, discretized in Nx = 1024 points. The
time step is dt = 5.10−5 until time Tfinal = 2.

To verify the convergence of the solution (ζϵ, uϵ) of the regularized Boussinesq system (1.2) to the
solution (ζ, u) of Boussinesq system (1.1). We compute

ERRs =
√
|ζϵ − ζ|2Hs + |uϵ − u|2Hs+1 and δϵ1 =

1

2
(|ζϵ − ζ|∞ + |uϵ − u|∞),

with respect to ϵ. We take here s = 1. We show the results in Table 2 and Figure 2 :
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ϵi δϵ1 ERRs

10−1 2.065e−2 1.2059

10−1.5 6.75e−3 3.823e−1

10−2 2.133e−3 1.21e−1

10−2.5 6.899e−4 3.823e−2

10−2.75 3.826e−4 2.147e−2

10−3 2.152e−4 1.214e−2

Table 2 Figure 2: Variations of errors with respect to ϵ

In these results we see that the errors tend to zero when ϵ tend to zero. So, we verify numerically the
result of [9] that the solution of the regularized Boussinesq system (1.2) tends to the solution of the
Boussinesq system (1.1) when ϵ tends to zero.

4.3 Existence of an asymptotic expansion
In the theoretical part, we proved the existence of an asymptotic expansion of the solution of the
regularized system (1.2) for m fixed. Now, we will verify this existence numerically for m = 2. We
must calculate the rate of the convergence which is studied above as ϵ tends to 0.
For a, b ∈ R, we define the operator Φ by

Φ(a, b) =
n∑

i=1

(
log10(ERR1)− a. log10(ϵi)− b

)2
. (4.13)

To calculate the convergence rate, we minimise this operator. So we take

{
∂aΦ = 0

∂bΦ = 0
=⇒


n∑

i=1

log10(ϵi)(log10(ERR1)− a. log10(ϵi)− b) = 0,

n∑
i=1

(log10(ERR1)− a. log10(ϵi)− b) = 0.

We take the result of the Table 2, we get{
−30.0625a+ 12.75b = −38.5847,

12.75a− 6b = 16.772.

Then
a = 0.992 and b = −0.688.
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We conclude that the solution (ζϵ, uϵ) tends at order 1 to the solution (ζ, u) of the Boussinesq system
(1.1) when ϵ −→ 0. So we numerically verified that:

(ζϵ, uϵ) = (ζ, u) + o(1).

Then we can assume an asymptotic expansion up to order 1:

(ζϵ, uϵ) = (ζ, u) + ϵ(ζ1, u1) + o(ϵ).

and replace it in the system (1.2). This gives us the system satisfied by the coefficient (ζ1, u1) (it is the
same as the system (3.4) with m = 1):

(ζ1)t + (u1)x + (ζ.u1)x + (ζ1.u)x + gλ[ζ] =
1

ϵ
o(ϵ),

(u1)t − (u1)txx + (ζ1)x + (u.u1)x =
1

ϵ
o(ϵ).

(4.14)

To solve this system numerically, we drop the remaining term and we start from the initial height
ζ1(0) = 0 and the initial velocity u1(0) = 0. We apply the Fourier transform in space and the
Sanz-Serna scheme in time. We obtain:

ζ̂1
n+1

k = ζ̂1
n

k −
1

2
ikdt.

(
û1

n+1
k + û1

n
k

)
− 1

4
ikdt.F

(
(ζn+1 + ζn)(un+1

1 + un
1 )
)

− 1

4
ikdt.F

(
(ζn+1

1 + ζn1 )(u
n+1 + un)

)
− 1

2
dt.|k|λ(ζ̂n+1

k + ζ̂nk ),

(1 + k2)û1
n+1
k = (1 + k2)û1

n
k −

1

2
ikdt.

(
ζ̂1

n+1

k + ζ̂1
n

k

)
− 1

4
ikdt.F

(
(un+1

1 + un
1 )(u

n+1 + un)
)
.

(4.15)

We use the Picard iterate (4.4). We compute the error δϵ2 = 1
2
(|uϵ − u − ϵ.u1|∞ + |ζϵ − ζ − ϵ.ζ1|∞)

according to ϵ. We get the results in Table 3 and Figure 3.

ϵi δϵ2

10−1 8.97e−4

10−1.5 9.295e−5

10−2 9.381e−6

10−2.5 9.409e−7

10−2.75 2.977e−7

10−3 9.418e−8

Table 3 Figure 3: Variations of errors with respect to ϵ
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Now, we use the operator (4.13) to compute the convergence rate of δϵ2. We use the results of the Table
3 and we get

a = 1.991 and b = −1.05.

So, the error δϵ2 tends at order 2 to zero when ϵ tends to 0. So we numerically verified the case m = 1
in Theorem 3.1. Then we can assume an asymptotic expansion up to order 2:

(ζϵ, uϵ) = (ζ, u) + ϵ(ζ1, u1) + ϵ2(ζ2, u2) + o(ϵ2).

We replace this value of (ζϵ, uϵ) in the system (1.2). We obtain the system satisfied by the coefficient
(ζ2, u2) (it is the same as the system (3.4) with m = 2):

(ζ2)t + (u2)x + (ζ.u2)x + (ζ1.u1)x + (ζ2.u)x + gλ[ζ1] =
1

ϵ2
o(ϵ2),

(u2)t − (u2)txx + (ζ2)x + (u.u2)x + u1.(u1)x =
1

ϵ2
o(ϵ2).

(4.16)

We drop the remaining term and we start from the initial height ζ2(0) = 0 and the initial velocity
u2(0) = 0. To solve this system numerically, we apply the Fourier transform in space and we use the
Sanz-Serna scheme for the discretisation in time. We get

ζ̂2
n+1

k = ζ̂2
n

k −
1

2
ikdt.

(
û2

n+1
k + û2

n
k

)
− 1

4
ikdt.F

(
(ζn+1 + ζn)(un+1

2 + un
2 )
)

− 1

4
ikdt.F

(
(ζn+1

1 + ζn1 )(u
n+1
1 + un

1 )
)

− 1

4
ikdt.F

(
(ζn+1

2 + ζn2 )(u
n+1 + un)

)
− 1

2
dt.|k|λ(ζ̂1

n+1

k + ζ̂1
n

k),

(1 + k2)û2
n+1
k = (1 + k2)û2

n
k −

1

2
ikdt.

(
ζ̂2

n+1

k + ζ̂2
n

k

)
− 1

4
ikdt.F

(
(un+1 + un)(un+1

2 + un
2 )
)
− 1

8
ikdt.F

(
(un+1

1 + un
1 )

2
)
.

(4.17)

We compute the error

δϵ3 =
1

2

(
|uϵ − u− ϵ.u1 − ϵ2.u2|∞ + |ζϵ − ζ − ϵ.ζ1 − ϵ2.ζ2|∞

)
,

according to ϵ. So, by using the Picard iterate (4.4), we get the results in Table 4 and Figure 4:
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ϵi δϵ3

10−1 3.925e−5

10−1.5 1.278e−6

10−2 4.0807e−8

10−2.5 1.294e−9

10−2.75 2.3e−10

10−3 4.0827e−11

Table 4 Figure 4: Variations of errors with respect to ϵ

We use the operator (4.13) to compute the convergence rate of δϵ3, and we use the results of the
Table 4. We get

a = 2.992 and b = −1.409.

Then, the convergence rate of δϵ3 is equal to 3 (see Figure 4).
Therefore, we justified numerically that the solution (ζϵ, uϵ) to the Cauchy problem associated with
(1.2) has, in Hs(R)×Hs+1(R), an asymptotic expansion up to order 2,

(ζϵ, uϵ) = (ζ, u) +
2∑

i=1

ϵi(ζi, ui) + o(ϵ2).

5 Conclusion
We have shown theoretically, in Theorem 3.1, that the solution (ζϵ, uϵ) to the regularized Boussinesq
system (1.2) has an asymptotic expansion, at a given order m, in Hs(R)×Hs+1(R) with respect to the
regularizing parameter ϵ.
Then, by using the Sanz-Serna scheme, the standard Picard iterate and FFT procedure, we checked
numerically the existence of this asymptotic expansion up to order 2.
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