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Abstract: Climate change is commonly assumed to induce species’ range shifts towards the poles. Yet, 65 

other environmental changes may affect the geographical distribution of species in unexpected ways. Here 66 

we quantify multi-decadal shifts in the distribution of European forest plants, and link these shifts to key 67 

drivers of forest biodiversity change: climate change, atmospheric deposition (nitrogen and sulphur) and 68 

forest canopy dynamics. Surprisingly, westward distribution shifts were 2.6 times more likely than 69 

northward ones. Not climate change, but nitrogen-mediated colonization events, possibly facilitated by the 70 

recovery from past acidifying deposition, best explain westward movements. Biodiversity redistribution 71 

patterns appear complex and are more likely driven by the interplay among several environmental changes 72 

than due to the exclusive effects of climate change alone.  73 

Key words: Acidification, atmospheric pollution, eutrophication, nitrogen deposition, climate change, 74 

conservation policy, isotherms, forestREplot, forest ecosystems, species range shifts, sulphur deposition, 75 

understorey plants 76 

One Sentence Summary: Nitrogen deposition rather than climate change explains unexpected westward 77 

range centroid shifts of European forest plants78 
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Main text 79 

One of the most prominent biogeographical changes of the 21st century is the large-scale redistribution of 80 

plants and animals in response to changes in the climate system (1). Warming temperatures are causing 81 

many terrestrial species to move towards higher latitudes and elevations, resulting in a reordering of 82 

species’ distributions (1–3) and the emergence of novel communities (4). Empirical evidence has been 83 

reported for a wide range of ecosystems and taxa - from poleward and upslope range shifts in temperate 84 

regions (5, 6) and high-latitude boreal biomes (7) to upslope shifts in mountain vegetation (8) – suggesting 85 

an emerging link with anthropogenic climate warming (2, 9). 86 

According to the most recent global synthesis (1), terrestrial species are shifting towards higher latitudes at 87 

an average rate of 1.11 km year-1. This trend, however, lacks statistical significance, possibly because 88 

estimates are often blurred by variation in methodological attributes (1, 10). Alternatively, species’ 89 

redistributions in geographical directions that are orthogonal (i.e., west-east oriented) or even inverse (e.g., 90 

equatorward) to the moving isotherms are less likely to be detected from commonly studied range boundary 91 

shifts along thermal transects of latitude and elevation alone (11, 12). Indeed, other prominent 92 

environmental changes such as atmospheric (nitrogen and sulphur) deposition and forest disturbances show 93 

spatial patterns that are weakly correlated to the geographic direction of climate change (13–15), and can 94 

also influence demographic processes of colonization and local extinction (1, 12, 16). To what extent these 95 

other environmental changes are contributing to species range shifts remains largely unquantified (17–19). 96 

Here we quantify the rate and geographic direction of range shifts in 266 European forest understory plant 97 

species using multi-decadal community data collected in mature forest stands across 2,954 resurveyed semi-98 

permanent vegetation plots (20) (Fig. 1A). Plant community data were derived from baseline surveys 99 

recorded between 1933 and 1994 and paired resurveys carried out after the baseline surveys between 1987 100 

and 2017 (median [min – max] inter-survey interval: 39 [13 – 67] years). We quantified shifts of species’ 101 

distributions within the spatial extent of the study area based on range centroids, i.e., the abundance-102 

weighted geometric center of a species’ distribution (Fig. S1). In contrast to the more frequent 103 

quantification of range boundary shifts at the trailing or leading edges, analyzing centroid shifts allows to 104 

obtain more robust estimates of the magnitude and geographic direction of complex distribution shifts (6, 105 

11, 21). This is important, because range shift estimates from leading and trailing edges alone are more 106 

prone to bias from stochastic processes or low sample sizes that may blur overall biogeographical trends 107 

(11).  108 

The rate and geographic direction of centroid shifts 109 
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To calculate centroid shift of each species, we first located the position of the abundance-weighted range 110 

centroid at the time of the baseline survey and the resurvey, and assessed the magnitude (i.e., the distance) 111 

and geographical direction (i.e., the bearing) of the centroid shift over time. Centroid shifts were expressed 112 

as the absolute shift rate (km year-1) as well as the projected south-north (km north year-1) and west-east 113 

(km east year-1) rate (schematically explained in Fig. S1). Centroid shifts were calculated for the 266 species 114 

that were recorded in ≥1% of the plots to increase robustness of the estimates. The directionality (i.e., 115 

angular dispersion of the directions of centroids shifts) across all species was tested using the Rayleigh’s r 116 

coefficient, a circular regression coefficient which quantifies how uniform and isotropic the directions of 117 

centroid shifts are (Rayleigh’s r = 1 if all species are moving in the same direction while Rayleigh’s r = 0 118 

with random directional movements, i.e., anisotropic, meaning that directions of shift can be drawn from a 119 

uniform circular distribution).  120 

Species’ centroid shifts were first compared to the velocity and direction of climate change realized over 121 

the course of the study period. Spatially explicit climate change velocities were calculated by climate 122 

analogue mapping (22, 23), an approach that is theoretically equivalent to the mapping of species centroid 123 

shifts (Fig. S1). In contrast to the frequent calculation of climate-change velocities based on gradients of 124 

isotherms alone (3, 24), climate analogue mapping allows to consider consolidated changes of multiple 125 

bioclimatic variables at the same time. For example, we here simultaneously consider changes in maximum 126 

growing-season temperatures, minimum winter temperatures and growing-season precipitation as one 127 

measure of the climate change velocity between the baseline survey and resurvey periods (Fig. S2). This is 128 

highly relevant because plants respond not only to warming temperatures but also to alterations in 129 

precipitation regimes. In this method, for all resurveyed vegetation plots, a grid search (at 4 km × 4 km 130 

resolution) was performed to map all raster cells within the study area in which the climatic conditions in 131 

the resurvey period are similar (i.e., show no statistical difference) to a given plot’s climate during the 132 

baseline period (i.e., ‘analogue climate conditions’). For each plot, we then located the position of the 133 

nearest raster cell with analogue climatic conditions to calculate the velocity and geographic direction of 134 

climate change over time. Identical to the centroid shifts, the climate change velocity for each plot was 135 

expressed as the absolute shift velocity (km year-1), as well as the projected south-north (km north year-1) 136 

and west-east (km east year-1) velocity. The directionality of climate analogue shifts was tested using 137 

Rayleigh’s r coefficient as described above. 138 

Centroid shifts across the 266 understory plant species varied between 0.006 km year-1 (Symphytum 139 

cordatum) to 18.27 km year-1 (Abies alba seedlings), and occurred at a mean rate of 3.56 (5% – 95% 140 

quantile: 0.39 – 9.80) km year-1 (Fig. 2A, Data S1). Surprisingly, two-thirds of the studied plant species 141 

showed directional shifts along the west-east axis (Rayleigh’s r = 0.23; df = 265; p < 0.05). Most of these 142 
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shifts were westward (39% of species), but we also noted many eastward shifts (23%). Southward shifts 143 

(23%) were more frequent than northward shifts (15%). Westward range centroid shifts were thus 2.6 times 144 

more likely than the northward range shifts expected in response to climate change. The average south-145 

north rate of centroid shifts was slow but significantly equatorward (-0.63 [-4.30 – 2.89] km north year1; 146 

one-sample t-test: t = -4.36, df = 265, p < .001), while the rate of west-east shifts was 1.8 times faster and 147 

significantly westward (-1.17 [-6.95 – 4.17] km east year-1; one-sample t-test: t = -4.90, df = 265, p < .001). 148 

The observed rates of centroid shifts towards each cardinal direction were minimum 62% (southward shifts) 149 

and maximum 70% (eastward shifts) faster than expected by chance as confirmed by a null-model approach 150 

(Fig. S5). 151 

The climate significantly changed over the course of the study period in 2,949 of the 2,954 resurveyed 152 

vegetation plots (99.8%) based on climate analogue mapping. Maximum growing-season temperatures 153 

increased by an average of 1.59 [1.15 – 2.21] °C. Climate change took place at an average absolute velocity 154 

of 0.66 (0.07 – 1.67) km year-1 (Fig. 2B). Unsurprisingly, the dominant geographic direction of climate 155 

change was north (40% of the plots; Rayleigh’s r = 0.29; df = 2,948; p < 0.05). The south-north velocity of 156 

climate change was also significantly poleward (0.24 [-0.72 – 1.94] km north year-1; one-sample t-test: t = 157 

18.15, df =2,948, p < .001). The west-east climate change velocity was marginal but significantly eastward 158 

(0.06 [-0.92 – 0.72] km east year-1; one-sample t-test: t = 5.55, df = 2,948, p < .001) and thus opposite to 159 

the most common cardinal direction of centroid shifts of European forest plants. 160 

Neither the geographic direction nor the velocity of climate change was reflected in the species’ centroid 161 

shifts, hinting towards the importance of other environmental changes. Two prominent alternative drivers 162 

of forest plant community changes are elevated atmospheric inputs of nitrogen and forest canopy cover 163 

changes (16, 25–28), with eutrophying effects of nitrogen complicated by recovery dynamics from past 164 

acidification caused by the combined deposition of nitrogen and sulphur compounds (29, 30). These drivers 165 

show spatial patterns not confounded with the velocity of climate change (across all plots, pairwise 166 

Spearman correlations between the south-north velocity of climate change versus the rates of nitrogen 167 

deposition and forest canopy cover changes were only 0.04 and 0.01, respectively).  168 

To better understand the potential drivers associated with the reported changes in the geographical 169 

distribution of species, we related the rates of centroid shifts to the average rate of nitrogen deposition 170 

between the baseline survey and resurvey (kg N ha-1 year-1) extracted from atmospheric deposition maps at 171 

0.1° resolution (c. 8 km × 8 km within the study area) (Fig. 1A), and to the observed rate of forest canopy 172 

cover change at each site (% canopy cover increase year-1), while also accounting for the velocity of climate 173 

change (the absolute, south-north and west-east velocity) in a linear mixed-effects modeling framework. 174 

We furthermore tested for the potential confounding effect of past acidifying deposition, considering the 175 



7 

 

known adverse effects on European forest plant communities (31). The acidifying deposition rate, however, 176 

was highly correlated to the rate of nitrogen deposition over the course of the study due to partially shared 177 

emission sources (Spearman correlation: 0.87; n = 2,954 plots), and their individual effects are therefore 178 

difficult to tease apart in an observational study. We calculated species-specific experienced rates of 179 

atmospheric (nitrogen and acidifying) deposition and forest canopy cover changes as the average rate across 180 

all plots where the species was observed, weighted by the species’ original abundance in the baseline time 181 

period survey (Fig. S6 for a data flow chart). 182 

Model outputs show that the absolute rate of centroid shifts was weakly but exclusively linked to the rate 183 

of forest canopy change, with greater opening of the canopy enhancing centroid shifts (Fig. 3). The velocity 184 

of climate change was not associated to the rates of centroid shifts. In contrast, the rate of nitrogen 185 

deposition was significantly linked to the west-east rate of centroid shifts, with species that initially 186 

experienced a lower nitrogen deposition rate across their distributions showing faster westward shifts (Fig. 187 

3A). Variation partitioning revealed that the nitrogen deposition rate rather than the climate change velocity 188 

explained most of the variation in the species’ centroid shifts, albeit the proportion of variation explained 189 

was small (Figs. 3B, S7). The estimated effects of past acidifying deposition on species centroid shifts were 190 

nearly identical to the effects of the spatially correlated nitrogen deposition rate (Fig. S8). We are therefore 191 

unable to distinguish with certainty whether centroid shifts were brought about by eutrophying rather than 192 

changes in acidifying deposition, or a combination of both. In either case, however, atmospheric deposition 193 

rates – and not the climate change velocities – were the superior predictors of westward species movements. 194 

 Colonization and extinction centroids 195 

To shed light on the mechanisms driving centroid shifts, we decomposed centroid shifts into shifts attributed 196 

to the individual contribution of colonization and local extinction. For this analysis, we introduce the 197 

concept of colonization centroids (the centroid of plots newly colonized by a species, abundance-weighted 198 

by the percentage cover in the resurvey) and extinction centroids (the centroid of plots in which a species 199 

became extinct, abundance-weighted by the percentage cover in the baseline survey). Colonization and 200 

extinction centroids were expressed as the projected distance from the species’ baseline centroid position 201 

in each geographic direction (km north and km east). From a biogeographical point of view, longer distances 202 

reflect that colonization or local extinction events took place farther away from the baseline centroid, 203 

suggesting that these processes occurred mostly in one preferred direction (schematically explained in Fig. 204 

S1C). 205 

The average absolute distance of colonization centroids (202.20 [28.30 – 478.46] km; n species = 202) was 206 

larger than the average absolute distance of extinction centroids (82.22 [4.22 – 249.48] km; n species = 207 
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246; Figs. 4, S9, S10). Colonization centroids were also more isotropic across species (Rayleigh’s r = 0.32; 208 

df = 201; p < 0.05) than extinction centroids (Rayleigh’s r = 0.11; df = 245; p < 0.05). This suggests that 209 

colonization events were happening more in one preferred direction and occurred further away from 210 

baseline range centroids (i.e., closer to range boundaries) compared to local extinctions. 211 

Colonization along the west-east axis was most closely related to the nitrogen deposition rate (Figs. S11, 212 

S12). Because the observed dominant direction of species’ colonization was westward (39% of the species 213 

colonized west, 21% east, 28% south and 12% north), colonization occurred more frequently for species 214 

that initially experienced a lower rate of nitrogen depositions across their distributions. This pattern is 215 

possibly associated to the westward colonization of nitrogen generalist species that can take advantage of 216 

eutrophic conditions such as observed in large parts of western Europe (Figs. 1A, S13). Indeed, linking the 217 

colonization centroids to each species’ ecological indicator value for nitrogen niche width (with larger 218 

values indicating generalist species with a broader niche) (32) revealed that for nitrogen generalists in 219 

particular, those that initially occurred in areas with a lower rate of nitrogen deposition have taken 220 

advantage to move more westward (Figs. 5, S14). Nitrogen generalists that already occurred in areas with 221 

higher nitrogen deposition (western Europe, Figs. 1A, S13) tended to remain in place without necessarily 222 

moving westward. More specialist species, i.e. those with narrow niche widths for nitrogen and that often 223 

also have smaller range sizes (33), have shown lower colonization rates across temperate Europe, allowing 224 

generalist species to replace specialists (14). Also the decreasing levels of acidifying deposition (since the 225 

peak in the 1980s (34)) may have facilitated the recovery of species’ ranges in formerly polluted regions 226 

(30). Using our observational data, we cannot fully disentangle these recovery effects following past 227 

acidification caused by both nitrogen and sulphur pollution from dynamics of eutrophication chiefly 228 

involving nitrogen deposition. However, eutrophication may be the most likely driver, because (i) we show 229 

that west-east colonization distances were statistically better linked to nitrogen deposition and the species’ 230 

nitrogen niche width than to acidifying deposition and the species acidity niche width (Fig. S15); and (ii) 231 

the vast majority of the vegetation plots appear to be relatively well buffered against soil acidification (Fig. 232 

S16). Regardless of whether the driver of westward colonization chiefly involves eutrophying deposition 233 

or facilitated by the recovery from past acidification, forest plant species native to regions with lower 234 

deposition rates are more vulnerable to unanticipated range shifts in response to atmospheric pollution – a 235 

key finding for forest biodiversity conservation policy. 236 

Local extinction events along the south-north axis were preferentially located southward relative to the 237 

species’ baseline range centroid position, and thus closer to species’ warm range limits (25% south versus 238 

13% north) (Fig. 4). This trend was significantly associated with climate change and a higher rate of 239 

nitrogen deposition (Figs.  S11, S12). Local extinction events along the west-east axis, however, occurred 240 
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more often (28% east and 31% west). Eastward local extinctions occurred more commonly in species that 241 

experienced a higher rate of nitrogen deposition across their distribution. Such nitrogen-mediated local 242 

extinctions were amplified when forest canopies became more open. Velocities of climate change also 243 

interacted with the rate of forest canopy cover change, in that local extinctions due to climate change 244 

occurred more often in forests where the canopy cover decreased. This confirms the importance of tree 245 

canopies buffering the impacts of environmental changes (35). 246 

Our findings suggest that atmospheric deposition and forest canopy cover dynamics interact to determine 247 

how forest plant species are shifting their ranges, and that these environmental changes induce shifts that 248 

can be independent from isotherm shifts. This contradicts the idea that species have shifted ranges mainly 249 

in response to warming air temperatures. Rather, other environmental changes, especially rates of 250 

atmospheric deposition and forest canopy cover dynamics, have likely induced unexpected westward range 251 

shifts in European forest plants. Although it remains unclear whether the effect of atmospheric deposition 252 

chiefly involves eutrophication or a recovery effect from past acidification due to both nitrogen and sulphur 253 

pollution, our findings point at nitrogen deposition as the most likely driver explaining the westward range 254 

shifts in European forest plants. Since the continued success of the United Nations air convention 255 

(CLRTAP) and the European Union Emissions Ceiling Directive (NECD) in reducing nitrogen and sulphur 256 

emission levels, prospective trends in climate change and atmospheric deposition are unlikely parallel, with 257 

climate change outpacing the effects of atmospheric deposition on future species’ range shifts. Accurate 258 

and recent species range shift data will be key to adequately anticipate the respective impacts of climate 259 

change and atmospheric deposition on biodiversity and ecosystem functioning. It is already clear, however, 260 

that biodiversity redistribution patterns appear complex and are more likely driven by the interplay among 261 

several environmental changes than due to the exclusive effect of climate change alone. 262 
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Figure Legends 465 

Figure 1 | Spatial and environmental gradients of the study. (A) Map of modelled nitrogen (N) 466 

deposition rate (sum of oxidized and reduced wet and dry deposition expressed in kg N ha-1 year-1; dry 467 

deposition accounted for deciduous forest surface) at  0.1° resolution for the reference year 2000, and 468 

distribution of the 2,954 resurveyed vegetation plots (grey crosses, spatially jittered for clarity) across the 469 

European temperate forest biome (shaded green background) (20). (B) Observed environmental variation 470 

across the 2,954 vegetation plots (grey dots) of three key drivers of forest biodiversity over the course of 471 

the study period investigated here: nitrogen deposition rate (total of oxidized and reduced wet and dry N), 472 

climate-change velocity (realized changes of both temperature and precipitation, expressed in km north 473 

year-1) and the rate of canopy cover change (average annual rate; expressed in % canopy cover increase 474 

year-1). In all boxplots, we present the median (horizontal line), 1st and 3rd quantile (lower and upper hinges), 475 

and 1.5 times the inter-quartile-range (whiskers). Half violin plots represent the density distributions of the 476 

environmental change values. The grey dashed lines represent no changes (not shown for nitrogen 477 

deposition rates). Negative values in the case of climate and canopy cover change indicate southward 478 

velocities and canopy opening, respectively. 479 

Figure 2 | Rate and geographic direction of species centroid shifts and climate analogue shifts. (A) 480 

Rate and geographic direction of species range centroid shifts (n species = 266). (B) Velocity and 481 

geographic direction of climate analogue shifts (n plots = 2,954). In all graphs, the Rayleigh’s r statistic 482 

represents a test of uniformity that compares the bearings of shifts to a uniform circular distribution (null 483 

hypothesis). Larger values indicate more directional shifts. Asterisk (*) indicates significant deviations 484 

from the null hypothesis (p < 0.05). See Figs. S3, S4 for results of the analyses including rare species and 485 

per biogeographic region. 486 

Figure 3 | Effects of environmental changes on centroid shifts based on the most parsimonious model. 487 

(A) Results of the mixed-effects models (n species = 266) indicating coefficient estimates and 95% 488 

confidence intervals (CI) of the effects of the velocity of climate change (km year-1, km north year-1, km 489 

east year-1), average nitrogen deposition rate between the baseline survey and resurvey (kg N ha-1 year-1), 490 

and  rate of canopy change (% cover increase year-1), as well as all pairwise interactions (indicated by ‘×’) 491 

on the absolute rate of centroid shifts (km year-1) and the south-north rate (km north year-1; negative values 492 

indicate southward shifts) and west-east rate (km east year-1; negative values indicate westward shifts) 493 

extracted from the most parsimonious model structure (empty rows were not included in the final selected 494 

model). All the predictor variables were z-transformed to increase comparability. Rates of canopy opening 495 

(negative values of canopy change) are associated with greater absolute rates of centroid shifts. The west-496 

east rate was exclusively linked to nitrogen deposition, with faster westward shifts in species with lower 497 

rates of nitrogen deposition across their distributions. Model fit is presented as the proportion of variation 498 

explained by the fixed effect (marginal R², R²m) and the proportion of variation explained by the fixed and 499 

random effects (conditional R², R²c). Models accounted for plant growth form as random intercept (five 500 

levels: forbs, graminoids, pteridophytes, shrubs and trees). (B) Results of the variation partitioning analyses 501 

representing the individual contribution of each environmental predictor. Bar plots are proportional to the 502 

variation explained by the unique contribution of each fixed effect (expressed as R²m). In all graphs, 503 

estimates and error bars represent the median value and 2.5 – 97.5 percentiles across 1,000 bootstrap 504 

samples. See Fig. S7 for results on the analyses that also included rare species and Fig. S8 for a direct 505 

comparison with the estimated effects of acidifying deposition. 506 

Figure 4 | Distance and geographic direction of colonization and extinction centroids. (A) Distance 507 

and geographic direction of colonization centroids (n species = 202). (B) Distance and geographic direction 508 

of extinction centroids (n = 246). Longer distances reflect that colonization or local extinction are happening 509 

in one preferred direction relative to the baseline centroid. Rayleigh’s r statistic represents a test of 510 

uniformity that compares the bearings of shifts to a uniform circular distribution (null hypothesis). Larger 511 
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values indicate more directed shifts. Asterisk (*) indicates significant deviations from the null hypothesis 512 

(p < 0.05). Results of the analyses that also included rare species are presented in Fig. S9. Results for each 513 

biogeographic region are presented in Fig. S10. 514 

Figure 5 | Effects of nitrogen deposition rates and species nitrogen niche width on colonization 515 

centroids in the most parsimonious models. Results of the mixed-effects model testing for the interaction 516 

effect between the average nitrogen deposition rate between the baseline survey and resurvey across each 517 

species’ distribution (kg N ha-1 year-1) and species’ ecological indicator values for nitrogen niche width (an 518 

index integrating the intra- and inter-regional variability in the nitrogen niche, with higher values indicating 519 

more generalist species and smaller values specialist species) on the south-north and west-east colonization 520 

centroids. Negative distances indicate southward (A) or westward colonization (B). Interaction effects 521 

between species nitrogen niche width and the average nitrogen deposition rate between the baseline survey 522 

and resurvey across each species’ distribution are plotted along the color gradient. Model predictions were 523 

plotted to a maximum of 35 kg N ha-1 year-1 to avoid extrapolation uncertainty for deposition values where 524 

observations were scarce. Modelling results without outlier data (n = 3 data points) are provided in Fig. 525 

S13. The most parsimonious model of south-north colonization was an intercept-only model (blue solid 526 

line). Westward colonization depended on species nitrogen niche width. Nitrogen generalists that initially 527 

occurred in areas with lower rates of nitrogen deposition moved more westward. Colonization in the more 528 

specialist species was generally suppressed, irrespective of the nitrogen deposition rate. In all plots, the red 529 

dashed line represents the zero-line. 530 
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Methods 553 

1. Study area and vegetation data 554 

We compiled a database including 2,954 permanent and semi-permanent vegetation plots distributed in 555 

mature forest stands across five biogeographic regions (Atlantic [n plots = 322], Alpine [266], Boreal [21], 556 

Continental [2049] and Pannonian [296]) (Fig. 1; www.forestREplot.ugent.be) (40, 41). Community 557 

composition data were derived from baseline surveys recorded between 1933 and 1994 and paired resurveys 558 

carried out after the baseline surveys between 1987 and 2017 (median [min – max] inter-survey interval: 559 

39 [13 – 67] years). All plots were located in ancient (such that they have not been cleared for any other 560 

land use since at least the 18th century) mature forest stands and excluded heavily managed plantations. 561 

Vegetation plots did not experience major disturbances between the baseline surveys and the resurveys 562 

(e.g., no replanting or clearcutting). All plots were permanently marked (i.e., physical mark permanently 563 

visible in the field) or quasi-permanent. Plot sizes for botanical surveys ranged between 25 and 1300 m². 564 

The presence and abundance (as the percentage ground cover, visually estimated) of all vascular plant 565 

species in the understorey (defined as all plants < 1.3 meter tall; thus including seedlings of tree and shrub 566 

species), was recorded in all plots. Plant taxonomy was standardized with the R package taxize (42).  567 

 568 

2. Centroid shifts 569 

2.1. Rate (speed and direction) of range centroid shifts 570 

Species centroid shifts are brought about by the combined effects of local colonization (a new arrival in the 571 

community of a given plot), changes in abundance, and local extinction, and these processes occur across 572 

the entire distribution of species (14, 43, 44). We quantified the rate of range shifts based on the actual 573 

change, over time, in the geographical coordinates of the range centroids, i.e., the abundance-weighted 574 

geometric center of a species’ distribution across the vegetation plot network. In contrast to the more 575 

frequent quantification of range shifts from either the trailing or leading edges, analyzing centroid shifts 576 

allows us to obtain more robust estimates of the magnitude and geographic direction of complex 577 

distributional shifts (6, 11, 12, 21). This is important, since range shift estimates based on either leading or 578 

trailing edges can be affected by stochastic processes and low sample sizes that may blur the overall 579 

biogeographical trends (11).  580 

Species’ centroid shifts were quantified across all vegetation plots across the study area. To avoid bias 581 

attributed to rare species observed in only a few of the plots, we quantified range centroid shifts for all 582 

http://www.forestreplot.ugent.be/
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species that occurred in more than 1% of the plots. Across the entire plot network, this resulted in a final 583 

set of 266 species. However, as a sensitivity analysis, range centroid shifts (and all downstream analyses) 584 

were also quantified for all species that occurred in more than 0.1% of the plots (N species = 596, for the 585 

entire plot network) (results in Figs. S3, S7). Centroid shifts for each separately biogeographic region 586 

(defined by the European Environment Agency; www.eea.europa.eu) were also quantified by running the 587 

analyses on the subset of vegetation plots within each region (results in Figs. S4, S9). It is important to note 588 

here that the overall trends in centroid shifts across the entire study area are not directly comparable to the 589 

analyses for each biogeographic region separately, since likely disjunct shifts in different regions are 590 

averaged in the overall trends across the entire plot network. 591 

We quantified the geographic displacement of centroids over time (schematically presented in Fig. S1) by 592 

means of the geographic distance and bearing (a circular variable expressed in decimal degrees ranging 593 

from 0° to 360°) between species’ centroid positions at the time of the baseline survey (t1) and at the time 594 

of the resurvey (t2) (12, 21). First, for each species, the mean latitude and longitude was calculated at t1 and 595 

t2 weighted by the percentage cover (abundance-weighted) to locate the range centroids at the time of both 596 

surveys. Next, the geographic distance (minimal geodesic distance) between the centroids at t1 and t2 was 597 

quantified with the R package sf (45) . The bearing was quantified as the geographical direction of travel 598 

along a rhumb line (so-called ‘loxodrome’, true course) between the centroids at t1 and t2 using the R 599 

package geosphere (46).  600 

The distance and bearing of biotic centroid shifts were used to derive three response variables: 601 

The absolute rate of centroid shifts (km year-1) was calculated as the geographic distance between the 602 

centroid at t1 and t2 (i.e. the length of the vector) divided by the average inter-survey interval in all plots 603 

where species spi was recorded. 604 

The projected south-north and west-east rate (km north year-1 and km east year-1) of centroid shifts was 605 

calculated as the rate of centroid shift multiplied by the cosine (south-north rate) or the sine (west-east rate) 606 

of the geographic direction of shift.  607 

The directionality (i.e., the angular dispersion of the bearings) of centroid shifts was quantified based on a 608 

Rayleigh's test of uniformity. In the Rayleigh's test, bearings of shifts are compared to a uniform circular 609 

distribution (i.e., the null hypotheses reflecting random shifts) to calculate Rayleigh’s r statistic. This 610 

statistic represents the directionality of a set of vectors, ranging from zero (anisotropic distribution, meaning 611 
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random directional movements) to one (isotropic distribution; all vectors are centered to one single 612 

direction).  613 

2.2. Distance of colonization and extinction centroids 614 

To mechanistically unravel the processes at play in driving range centroid shifts, we decomposed centroid 615 

shifts of each species into shifts attributed to the effects of colonization (here, when a species is observed 616 

in a plot at t2 but not in t1), and shifts attributed to the effects of local extinction (when a species is observed 617 

in a plot at t1 but not in t2). For this analysis, we introduce the concept of colonization centroid- that is the 618 

centroid of newly colonized plots by a species (abundance-weighted by the percentage cover at t2) – and 619 

extinction centroid – that is the abundance-weighted centroid of plots where a species became locally 620 

extinct (abundance-weighted by the percentage cover at t1) (Fig. S1). Species-specific colonization and 621 

extinction centroids are expressed as the projected distance in each geographic direction (km north and km 622 

east) relative to the species’ original centroid at t1. The northward and eastward distances of the colonization 623 

and extinction centroids were calculated analogous to the rate of centroid shifts, but not accounting for the 624 

inter-survey interval. From a biogeographical point of view, longer distances reflect that colonization or 625 

local extinction events took place farther away from the baseline centroid, suggesting that these processes 626 

are happening in a preferred direction relative to the baseline centroid position (schematically explained in 627 

Fig. S1C). The directionality of the colonization and extinction centroids was quantified based on the 628 

Rayleigh’s r statistic. 629 

To avoid bias attributed to rare events of species colonization or local extinction in only a few of the plots, 630 

we quantified both centroid types for all species that colonized or went extinct in more than 1% of the plots. 631 

Across the entire plot network, this resulted in a final set of 202 species (colonization centroids) and 246 632 

species (extinction centroids). However, as a sensitivity analysis, both centroids (and all downstream 633 

analyses) were also quantified for all species that colonized or went locally extinct in more than 0.1% of 634 

the plots (n species = 527 and 542 for colonization and local extinction, respectively) (results in Figs. S3, 635 

S7). 636 

2.3. Null model of random movements 637 

To assess to what extent the centroid shifts are independent from noise attributed to, for instance, the spatial 638 

distribution of the vegetation plots, we applied a conservative null model approach as an additional 639 

sensitivity analysis. For each species, we calculated baseline and resurvey centroids from resampled (with 640 

replacement) plots in the vegetation data set. The baseline centroid was calculated based on a resample of 641 
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all plots where the species was observed in the baseline survey, with a sample size equal to the original data 642 

set in the baseline period. The resurvey centroid was calculated based on a sample of all plots where the 643 

species was observed in both the resurvey and baseline survey (thus, including also newly colonized plots 644 

and plots where the species went locally extinct), with a sample size equal to the original data set in the 645 

resurvey period. We thus assumed that the species could have moved randomly within its distribution (here, 646 

conservatively defined as all plots where the species was observed). The null model was iterated 1,000 647 

times for each species that was observed in >1% of the plots. Based on this sensitivity analysis, we conclude 648 

that the observed rate of centroid shifts was higher and the main directions less dispersed than would be 649 

expected at random owing to, for instance, the spatial distribution of the vegetation plots (i.e., shifts towards 650 

each cardinal direction were 62-70% faster than expected based on randomized shifts within each species’ 651 

distribution; Fig. S5). 652 

 653 

3. Environmental change variables 654 

The absolute and projected velocities of species’ centroid shifts and colonization and extinction centroids 655 

were linked to (i) the velocity of climate change (ii) nitrogen deposition rate and (iii) the rate of forest 656 

canopy cover change. 657 

3.1. The velocity of climate change  658 

Spatially explicit climate change velocities were estimated by climate analogue mapping (4, 22), referring 659 

to the spatial change of climatic conditions (integrating both temperature and precipitation) between the 660 

baseline surveys and the resurveys. Climate analogue mapping is a statistical approach that maps all areas 661 

that have similar climatic conditions relative to a certain location’s climate. Climate analogue mapping 662 

allowed us to quantify changes in the geographical distribution of climate over time, while also considering 663 

the geographic variation in climatic conditions at the landscape scale due to e.g., topoclimate. In contrast 664 

to the frequent calculation of climate change velocities based on thermal gradients and isotherms alone (3, 665 

24), climate analogue mapping allowed us to consider consolidated shifts of multiple bioclimatic variables, 666 

i.e. the maximum growing-season temperatures, mean minimum winter temperatures and total growing-667 

season precipitation and represented the climatic norms over two ten-year periods (the baseline period 668 

[1958-1967] and resurvey period [2007-2016]; time interval of 49 years) (Fig. S2). Gridded monthly 669 

climate data were retrieved from the TerraClimate database (36) and analysed at 1/24th degree native 670 

resolution (approximately 4 km in the study area). We identified climate analogues for all 2,954 resurveyed 671 
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vegetation plots. For each plot, we performed a grid search at 4 km resolution to map all raster cells within 672 

the study area (N cells = 518,205) that had similar climatic conditions in the resurvey period compared to 673 

a plot’s climate in the baseline period. Climate ‘analogy’ was assessed by testing, for each bioclimatic 674 

variable separately, whether the climatic variation of any location in the resurvey period could be drawn 675 

from the same distribution as the climate variation for a given plot in the baseline period using non-676 

parametric two-sample Wilcoxon rank sum tests. We considered significant differences (p<.05) as novel 677 

climates and non-significant differences (p≥.05) as analogue climates. Climate analogues were finally 678 

assessed by overlaying the climate analogue areas for each bioclimatic variable separately (see example in 679 

Fig. S2).  680 

The velocity of climate change was subsequently calculated as the geographic distance (in km) between the 681 

plot’s coordinates and the cell coordinates of the nearest climate analogue, divided by the time interval. 682 

Quantifying the velocity of climate change based on the nearest climate analogue methods is particularly 683 

useful in the context of this study, as climate analogue shifts are conceptually identical to biotic centroid 684 

shifts: estimates of the absolute velocity of climate change (km year-1), as well as the projected velocities 685 

along the south-north (km north year-1) and west-east (km east year-1) axes were obtained by using the exact 686 

formulas as the ones used to estimate the rate of centroid shifts. The directionality of climate analogue shifts 687 

was quantified based on the Rayleigh’s r statistic. 688 

The calculation of climate change velocities was performed in R making use of the packages raster (47) 689 

and geosphere (Hijmans 2019). Parallel computation was implemented using the R packages foreach (48) 690 

and doParallel (49). Maps were produced using the R package tmap (50). 691 

Note that we here map climate analogues based on statistical testing as an alternative to the classification 692 

of climate analogue mapping based on continuous dissimilarity matrices because (1) it can provide 693 

information on the contribution of each bioclimatic variable separately; and (2) it allows us to consider the 694 

interannual climatic variability (ICV) in both the baseline and resurvey periods, which is biologically very 695 

relevant. For example, locations with stable climatic conditions (with low ICV) are mapped as novel 696 

climatic conditions even under small changes in the climate system, while areas with a highly variable 697 

climates (with large ICV) are more resilient and will not experience biologically relevant changes even 698 

under relatively large oscillations in the climate system. 699 

3.2. Nitrogen and sulphur deposition rate 700 

We quantified the nitrogen (N) and sulphur (S) deposition rates for each plot using the EMEP gridded 701 

database (https://emep.int/mscw/mscw_moddata.html), providing modelled nitrogen and sulphur 702 

https://emep.int/mscw/mscw_moddata.html
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deposition data at 0.1° native resolution (~8 km × 8 km within the study area). For each plot in the vegetation 703 

network, the rate of nitrogen (oxidized and reduced) and sulphur (oxidized) deposition was quantified as 704 

the total wet and dry deposition (dry deposition accounted for deciduous temperate forest surface) between 705 

the baseline survey and the resurvey, divided by the inter-survey time interval (expressed in total kg ha-1 706 

year-1). Values of annual nitrogen deposition before the year 1990 were obtained based on the reference 707 

year 2000 and corrected for the time period using the period-specific correction factors published in (51). 708 

Yearly values of nitrogen depositions from 1990 onwards were directly retrieved from the EMEP data 709 

bases. Sulphur and nitrogen deposition contribute to the acidifying deposition rate. This rate (calculated as: 710 

kg N ha-1 year-1/14 + (kg S ha-1 year-1/32.06)×2, Keq ha−1 year−1) was very strongly correlated 711 

(Spearman correlation: 0.87) to the nitrogen deposition rate across all 2,954 plots due to partially shared 712 

emission sources.  713 

3.3. Rate of forest canopy cover change 714 

For each plot in the study area, forest canopy structure was quantified in situ as the total cover of the tree 715 

canopies (>7 m) in the baseline survey and resurvey based on visual estimations. Species-specific tree cover 716 

estimates were summed in each plot. The rate of forest canopy cover change was quantified by subtracting 717 

the total canopy cover in the resurvey period from the total canopy cover in the baseline survey divided by 718 

the inter-survey time interval (percentage canopy cover increase year-1).  719 

3.4. Nitrogen and acidity (reaction) niche width 720 

Species’ nitrogen and acidity (reaction) niche width values were extracted from the EIVE-database (32), 721 

presenting ecological indicator values in European plant species (a numerical index between zero and ten; 722 

with higher values indicating more generalist species). The niche width metrics are continuous measures 723 

bounded between 0 and 10 that integrates the intra-regional and inter-regional variability in each species’ 724 

nitrogen and acidity niche. In contrast to classical Ellenberg indicator values, which describe niche optima 725 

on ordinal scales, niche width data extracted from the EIVE-data base (32) have several important 726 

advantages for this study: (i) species with a more narrow nitrogen niche tend to be more specialized (33); 727 

(ii) the biogeographical implication is that species with a larger niche width often also have larger ranges 728 

(33); (iii) the continuous nature of the index facilitates its use within conventional linear mixed-effects 729 

modelling. 730 

 731 

4. Statistical modeling 732 
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4.1. Linear mixed-effects models 733 

We ran a set of linear mixed-effects models (LMM) to relate (i) the rate of centroid shifts (absolute, south-734 

north and west-east rate) and (ii) the northward and eastward distance of colonization and extinction 735 

centroids to three global environmental change drivers that are expected to potentially alter range dynamics 736 

in understorey species (1, 14, 16, 52): the velocity of climate change (the absolute velocity [km year-1], and 737 

the projected south-north and west-east velocity [km north year-1 and km east year-1]), the nitrogen 738 

deposition rate (kg N ha-1 year-1 of reduced and oxidized wet and dry deposition of nitrogen) and the rate of 739 

forest canopy cover change (% canopy cover increase year-1). The LMMs included all possible two-way 740 

interactions and accounted for plant growth form (random intercept, including five levels: forbs, 741 

graminoids, pteridophytes, shrubs and trees) as a random intercept and were conducted with the R package 742 

lme4 (53). Because centroid shifts are quantified in a species-specific manner while predictor variables 743 

describe the environment at the plot-level, we calculated species-specific abundance-weighted mean values 744 

for each predictor to match the observational unit of the model (i.e., the average environmental change 745 

values across all plots where species spi occurred, weighted for its original abundance (12); see Fig. S6 for 746 

a data flow chart). The absolute velocity of biotic centroid shifts and the absolute velocity of climate 747 

analogue shifts were square root transformed to obtain normality. Pairwise Spearman correlations (r) among 748 

the environmental change predictors were acceptable (median |r| = 0.09; maximum |r| = 0.46 for nitrogen 749 

deposition rate and the absolute velocity of climate change) (54). For each model, we selected the most 750 

parsimonious (based on Akaike information criterion with small-sample correction [AICc]) using the R 751 

package MuMln (55), with the restricted maximum likelihood argument to ‘FALSE’. Once the best model 752 

structure was selected, we set the restricted maximum likelihood argument to ‘TRUE’ for exact coefficient 753 

estimation (53). Model coefficient estimates (mean values) and 95% confidence intervals (2.5 and 97.5 754 

percentiles) were generated by iterating the single best model structure on 1,000 bootstrap samples. 755 

Significance was considered when the 95% confidence interval did not include zero. Model fit was assessed 756 

as the percentage of variance explained by the fixed effects (marginal R²; R²m) and the percentage of 757 

variance explained by both fixed and random effects (conditional R²; R²c) following (56). Prior to 758 

modelling, all predictor variables were z-transformed to allow a better comparison of the predictors’ effect 759 

sizes. 760 

To test whether the colonization centroids were associated to the species nitrogen and acidity niche width 761 

and the rates of atmospheric (nitrogen and acidifying, respectively) deposition (and their respective pairwise 762 

interaction effects), we ran a LMM with plant growth form as a random intercept term. The most 763 

parsimonious model was selected as described above. 764 
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4.2. Variation partitioning 765 

In a final step, the unique contribution of each of the three environmental change variables to the full model 766 

was analysed in a variation partitioning analysis. To obtain the variation explained uniquely by each focal 767 

environmental change variable, we subtracted the variation explained by the fixed effects (marginal R²; 768 

R²m) of the partial model, i.e., the full model minus one (out of the three) focal environmental change 769 

predictor variables, from the variation explained by the fixed effects in the full model. The procedure was 770 

repeated on 1,000 bootstrap replicates and the average proportion variation explained (average R²m) and 771 

95% confidence intervals were calculated. All analyses were performed in R version 4.2.2 (57) 772 
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Supplementary Figures 773 

 774 

Figure S1 | Schematic illustration of centroid shifts and climate analogue shifts. (A) Schematic 775 

overview and calculation of the rate of centroid shifts. (B) Schematic overview and calculation of the 776 

velocity of climate change based on climate analogue shifts. (C) Conceptual framework and definition of 777 

centroid shifts, colonization and extinction centroids for a certain species (sp.i). From a biogeographical 778 

point of view, longer distances reflect that colonization or local extinction events took place farther away 779 
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from the baseline centroid, suggesting that these processes are happening in a preferred direction relative 780 

to the baseline centroid position.781 
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  782 

Figure S2 | Climate analogue mapping integrating three bioclimate variables. Climate analogue 783 

mapping at 4 km × 4 km resolution for the climatic conditions in the baseline (average climate values in 784 

the period 1958-1967) and resurvey period (average climate values in the period 2007-2016) in two 785 

vegetation plots. Climate analogues for a given plot (black square) in the baseline period (left) and shifts in 786 

climate analogues in the resurvey relative to the climatic conditions in the baseline period (right) for three 787 

bioclimate variables separately: maximum growing-season temperatures (orange), minimum winter 788 

temperatures (blue) and total growing-season precipitation (grey), and the overlayed climate analogue areas 789 

of all three bioclimatic variable together (red). The velocity of climate change was calculated as the distance 790 

to the nearest climate analogue raster cell (thus, within the red area) over time.791 
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792 
Figure S3 | Rate and geographic direction of centroid shifts and climate analogue shifts. (A) Rate and 793 

geographic direction of species centroid (including rare species; n species = 596). (B) Rate and geographic 794 

direction climate analogue shifts (n plots = 2,954). In all graphs, the Rayleigh’s r statistic represents a test 795 

of uniformity that compares the bearings of shifts to a uniform circular distribution (null hypothesis). Larger 796 

values indicate more directional shifts. Asterisk (*) indicates significant deviations from the null hypothesis 797 

(p < 0.05).  798 
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799 
Figure S4 | Rate and geographic direction of centroid shifts and climate analogue shifts per 800 

biogeographic region. (A) Rate and bearing of species centroid shifts (n species Alpine = 173; Atlantic = 801 

144; Boreal = 41; Continental = 225; Pannonian = 256). (B) Rate and bearing of climate analogue shifts (n 802 

plots Atlantic = 322; Alpine = 266; Boreal = 21; Continental = 2049; Pannonian = 296). Rayleigh’s r 803 

statistic represents a test of uniformity that compares the bearings of shifts to a uniform circular distribution 804 

(null hypothesis). Larger values indicate more directed shifts. Asterisk (*) indicates significant deviations 805 

from the null hypothesis (p < 0.05). Biogeographical boundaries were defined by the European 806 

Environment Agency (www.eea.europa.eu). 807 

http://www.eea.europa.eu/


 

 

31 

 

808 
Figure S5 | Rate and geographical direction of centroid shifts that can be attributed to random noise 809 

due to the plot distribution. (A) Rate and geographic direction of species centroids for 1,000 bootstrapped 810 

replicates (n species = 266 × 1,000 replicates). (B) Rate and geographic direction of null models where 811 

species-specific abundances were randomized across all plots in which the species was observed, and 812 

resampled 1,000 times (n species = 266 × 1,000 replicates). In all graphs, the Rayleigh’s r statistic represents 813 

a test of uniformity that compares the bearings of shifts to a uniform circular distribution (null hypothesis). 814 

Larger values indicate more directional shifts. Asterisk (*) indicates significant deviations from the null 815 

hypothesis (p < 0.05). (C) Comparison between species-specific bootstrapped estimates and null models of 816 

the absolute rate and the south-north and west-east rate (grey symbols; average across 1,000 replicates). 817 

The magnitudes of centroid shifts are significantly different from random noise owing to the spatial 818 

distribution of the vegetation plots by 66% (northward shifts were 66% faster than expected based on 819 

random movements), 62% (southward shifts), 63% (westward shifts) and 70% (eastward shifts).820 
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821 
Figure S6 | Framework of the study and flow chart of the data. Species abundance data were collected 822 

at the plot-level during a baseline and resurvey period. Environmental change data were collected at the 823 

plot-level. Species-specific abundance-weighted centroids were calculated for the baseline survey and the 824 

resurvey. The rate of centroid shift was calculated as the absolute rate, the projected south-north and west-825 

east rate, and the northward and eastward distance of colonization and extinction centroids. Species-specific 826 

environmental change data were obtained by taking the average environmental change values (realized 827 

change between the baseline and resurvey period) in all plots where the species was observed in the baseline 828 

period, weighted by its original abundance. Using linear mixed-effects models, biotic centroid shifts were 829 

linked to the abundance-weighted environmental change data and all pairwise interactions (indicated by ²). 830 

Plant growth form (with five levels: forbs, graminoids, pteridophytes, shrubs and trees) was included as a 831 

random effect term in all models.   832 
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833 
Figure S7 | Effects of environmental changes on centroid shifts based on the most parsimonious 834 

model, including rare species. (A) Results of the mixed effect models (including rare species; n species = 835 

596)  indicating coefficient estimates and 95% confidence intervals (CI) of the effects of velocity of climate 836 

change (km year-1, km north year-1, km east year-1), average nitrogen deposition rate between the baseline 837 

survey and resurvey (kg N ha-1 year-1), and canopy change (% cover increase year-1), and all pairwise 838 

interactions (indicated by ‘×’) on the absolute rate of centroid shifts (km north year-1; negative values 839 

indicate southward shifts) and west-east rate (km east year-1; negative values indicate westward shifts) 840 

extracted from the most parsimonious model (empty rows were not included in the final selected model). 841 

All the predictor variables are z-transformed to increase comparability. Model fit is presented as the 842 

proportional explained variation by the fixed effect (marginal R², R²m) and the proportional explained 843 

variation by the fixed and random effects (conditional R², R²c). Models accounted for plant growth form as 844 

random effect (five levels: forbs, graminoids, pteridophytes, shrubs and trees); (B) Results of the variation 845 

partitioning analyses representing the individual contribution of each environmental predictor. Bar plots 846 

are proportional to the explained variation by the unique contribution of each fixed effect (expressed as 847 

R²m). In all graphs, estimates and error bars represent the median value and 2.5 – 97.5 percentiles across 848 

1,000 bootstrap samples.  849 
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850 
Figure S8 | Effects of environmental changes on the rate of centroid shifts (A), distance of colonization 851 

(B) and extinction (C) centroids based on the most parsimonious model. (A) Results of the mixed-852 

effects models (n species = 266) indicating coefficient estimates and 95% confidence intervals (CI) of the 853 

effects of velocity of climate change (km north year-1, km east year-1), average acidifying deposition rate 854 

between the baseline and resurvey (Keq ha-1 year-1), and canopy change (% cover increase year-1), and all 855 

pairwise interactions (indicated by ‘×’) on the absolute rate, south-north rate (km north year-1; negative 856 

values indicate southward shifts) and west-east rate (km east year-1; negative values indicate westward 857 

shifts) of centroids shifts extracted from the most parsimonious model (empty rows were not included in 858 

the final selected model). (B, C) Results of the mixed-effects models (n species = 202 and 246 for 859 

colonization and extinction centroids, respectively) indicating coefficient estimates (95% CI) of the 860 

environmental changes on south-north and west-east distance of colonization extinction centroids extracted 861 

from the most parsimonious model. In all graphs, estimates and error bars represent the median value and 862 

2.5 – 97.5 percentiles across 1,000 bootstrap samples. Bar plots are proportional to the variation explained 863 

by the unique contribution of each fixed effect (expressed as R²m). Model fit is presented as the proportion 864 

variation explained by the fixed effect (marginal R², R²m) and the proportion variation explained by the 865 



 

 

35 

 

fixed and random effects (conditional R², R²c). Models accounted for plant growth form as random effect 866 

(five levels: forbs, graminoids, pteridophytes, shrubs and trees). All the predictor variables were z-867 

transformed to increase comparability.  868 
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869 
Figure S9 | Distance and geographic direction of colonization and extinction centroids accounted for 870 

rare species. (A) Distance and geographic direction of colonization centroids (including rare species; n 871 

species = 542). (B) Distance and geographic direction of extinction centroids (n = 527). Longer distances 872 

reflect that colonization or extinction took place further away from the original centroid and that these 873 

processes are happening in a preferred direction. Rayleigh’s r statistic represents a test of uniformity that 874 

compares the bearings of shifts to a uniform circular distribution (null hypothesis). Larger values indicate 875 

more directed shifts. Asterisk (*) indicates significant deviations from the null hypothesis (p < 0.05). 876 
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877 
Figure S10 | Distance and geographic direction of colonization and extinction centroids for each 878 

biogeographic region. (A) Distance and bearing of colonization centroids (n species Alpine = 130; Atlantic 879 

= 126; Boreal = 7; Continental = 193; Pannonian = 212). (B) Distance and bearing of extinction centroids 880 

(n species Alpine = 140; Atlantic = 125; Boreal = 28; Continental = 211; Pannonian = 250). Rayleigh’s r 881 

statistic represents a test of uniformity that compares the bearings of shifts to a uniform circular distribution 882 

(null hypothesis). Larger values indicate more directed shifts. Asterisk (*) indicates significant deviations 883 

from the null hypothesis (at the level of p < 0.05). Biogeographical boundaries were defined by the 884 

European Environment Agency (www.eea.europa.eu). 885 

http://www.eea.europa.eu/
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886 
Figure S11 | Effects of environmental changes on the distance of colonization and extinction centroids 887 

based on the most parsimonious model. (A-B) Results of the mixed-effects models (n species = 202) 888 

indicating coefficient estimates and 95% confidence intervals (CI) of the effects of velocity of climate 889 

change (km north year-1, km east year-1), average nitrogen deposition rate between the baseline and resurvey 890 

(kg N ha-1 year-1), and canopy change (% cover increase year-1), and all pairwise interactions (indicated by 891 

‘×’) on northward (km north; negative values indicate southward colonization) and eastward distance (km 892 

east; negative values indicate westward colonization) of colonization centroids extracted from the most 893 

parsimonious model (empty rows were not included in the final selected model), and output of the variation 894 

partitioning analysis representing the individual contribution of each environmental predictor. The results 895 

show that westward colonization was more common in species that have experienced a lower rate of 896 

nitrogen deposition across their distribution. (C-D) Results of the mixed-effects models (n species = 246) 897 

indicating coefficient estimates (95% CI) of the effects of velocity of climate change, average nitrogen 898 
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deposition rate between the baseline and resurvey, and canopy change, and all pairwise interactions on 899 

northward and eastward distance of extinction centroids extracted from the most parsimonious model, and 900 

output of the variation partitioning analysis. The results show that species’ southward extinction centroids 901 

were related to the poleward velocity of climate change and high rates of nitrogen deposition. Eastward 902 

extinction centroids were related to a high rate nitrogen deposition and canopy opening. Eastward extinction 903 

owing to climate change was more common under canopy opening. In all graphs, estimates and error bars 904 

represent the median value and 2.5 – 97.5 percentiles across 1,000 bootstrap samples. Bar plots are 905 

proportion to the variation explained by the unique contribution of each fixed effect (expressed as R²m). 906 

Model fit is presented as the proportional explained variation by the fixed effect (marginal R², R²m) and the 907 

proportion variation explained by the fixed and random effects (conditional R², R²c). Models accounted for 908 

plant growth form as random effect (five levels: forbs, graminoids, pteridophytes, shrubs and trees). All the 909 

predictor variables were z-transformed to increase comparability. See Fig. S12 for results on the analyses 910 

that also included rare species. 911 
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912 
Figure 12 | Effects of environmental changes on the distance of colonization and extinction centroids 913 

based on the most parsimonious model, including rare species. (A-B) Results of the mixed-effect 914 

models (including rare species; n species = 542) indicating coefficient estimates and 95% confidence 915 

intervals (CI) of the effects of velocity of climate change (km north year-1, km east year-1), average nitrogen 916 

deposition rate between the baseline and resurvey (kg N ha-1 year-1), and canopy change (% cover increase 917 

year-1), and all pairwise interactions (indicated by ‘×’) on northward (km north; negative values indicate 918 

southward colonization) and eastward distance (km east; negative values indicate westward colonization) 919 

of colonization centroids extracted from the most parsimonious model (empty rows were not included in 920 

the final selected model), and output of the variation partitioning analysis representing the individual 921 

contribution of each environmental predictor. (C-D) Results of the mixed-effects models (including rare 922 

species; n species = 527) indicating coefficient estimates (95% CI) of the effects of velocity of climate 923 

change, average nitrogen deposition rate between the baseline and resurvey, and canopy change, and all 924 
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pairwise interactions on northward and eastward distance of extinction centroids extracted from the most 925 

parsimonious model (empty rows were not included in the final selected model), and output of the variation 926 

partitioning analysis. In all graphs, estimates and error bars represent the median value and 2.5 – 97.5 927 

percentiles across 1,000 bootstrap samples. Bar plots are proportional to the explained variation by the 928 

unique contribution of each fixed effect (expressed as R²m). Model fit is presented as the proportion of 929 

explained variation by the fixed effect (marginal R², R²m) and the proportion of explained variation by the 930 

fixed and random effects (conditional R², R²c). Models accounted for plant growth form as random effect 931 

(five levels: forbs, graminoids, pteridophytes, shrubs and trees); All the predictor variables are z-932 

transformed to increase comparability.  933 
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934 
Figure S13 | Spatial variation in the nitrogen deposition rate across the baseline centroid positions. 935 

(A) Map of modelled nitrogen (N) deposition rate (sum oxidized and reduced wet and dry deposition 936 

expressed in kg N ha-1 year-1; dry deposition accounted for deciduous forest surface) at 0.1° resolution for 937 

the reference year 2000. Black dots indicate the abundance-weighted centroid of the 266 most common 938 

species in the data set. Grey crosses indicate the distribution of the 2,954 vegetation plots (spatially jittered 939 

for clarity). (B) species-specific abundance-weighted nitrogen deposition rates regressed to the degree (°) 940 

latitude and longitude of each species’ baseline centroid (n species = 266). The regression line represents 941 

the model fit of a generalized additive model, with the k-parameter restricted to three to avoid overfitting. 942 
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943 
Figure S14 | Effects of nitrogen deposition rates and species nitrogen niche width on colonization 944 

centroids based on the most parsimonious model when outlier data points were excluded (n = 3 data 945 

points). Results of the mixed-effects model testing for the interaction effect between the average nitrogen 946 

deposition rate across each species’ distribution (kg N ha-1 year-1) and species Ecological Indicator Value 947 

for nitrogen niche width (an index integrating the intra- and inter-regional variability in the nitrogen niche, 948 

with higher values indicating more generalist species) on the south-north and west-east colonization 949 

centroids. Negative distances indicate southward (A) or westward colonization (B). The effects of nitrogen 950 

niche width is plotted with the color gradient. The most parsimonious model structure for west-east 951 

colonization did not include the interaction effect anymore, but colonization centroids for generalist species 952 

were still often more westward. Colonization centroids of specialist species were either west- or eastward, 953 

depending on the experienced nitrogen deposition rate. The most parsimonious model of south-north 954 

colonization was an intercept-only model (blue line). Nitrogen generalist species that initially occurred in 955 

areas with lower rates of nitrogen deposition moved westward. Colonization in the more specialist species 956 

was equally likely westward or eastward, depending on the average rate of nitrogen deposition across their 957 

distribution.  958 
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959 
Figure S15 | Model output of the effects of acidifying deposition rates (Keq ha-1 year-1) and species 960 

acidity (reaction) niche width on colonization centroids based on the most parsimonious model. 961 

Results of the mixed-effects model testing for the interaction effect between the average acidifying 962 

deposition rate across each species’ distribution (Keq ha-1 year-1) and species Ecological Indicator Value 963 

for acidity (reaction) niche width (an index integrating the intra- and inter-regional variability in the reaction 964 

niche) on the south-north and west-east colonization centroids. Negative distances indicate southward (A) 965 

or westward colonization (B). The acidity niche width was not included in the most parsimonious model 966 

structure. Colonization centroids of species were mainly westward for species that experienced lower rates 967 

of acidifying deposition rates. The most parsimonious model of south-north colonization was an intercept-968 

only model (blue line).969 
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970 
Figure S16 | Distribution of the top-soil pH (pH-H2O) conditions across the studied vegetation plots. 971 

Orange: interpolated top-soil pH (pH-H2O) conditions by overlaying all out 2,954 studied vegetation plots 972 

on top of the gridded soil data layer (SoilGrids.org, 250-meter resolution) available at 250-meter resolution 973 

globally. Blue: measured top-soil pH (pH-H2O) conditions from in-situ soil samples available for 704 974 

vegetation plots across the study area. In-situ soil pH data is available from (58). The median value of top 975 

soil pH (pH-H2O) levels across the plots was between 5.3 (data SoilGrids.org, n plots = 2,954) 5.04 (in-situ 976 

soil samples, n plots = 704). The soils across the majority of our plots are relatively well buffered against 977 

acidifying deposition due to base cation exchange. Only 0.6 % of all plots (8.8% of the subset of plots with 978 

field data) have soil pH levels below the critical pH level of 4.2, a threshold below in which base cations 979 

become depleted and levels of Al+3 increase in the soil solution (59).980 
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Supplementary Data 981 

Data S1 | Species list and rates of centroid shifts and environmental changes. Full list of study species 982 

considered, and species-specific values of the absolute rate (km year-1), the south-north rate (km north year-983 
1) and the west-east rate (km east year-1) of centroid shifts; and species-specific experienced rates of 984 

atmospheric (nitrogen and acidifying) deposition (kg N year-1 ha-1; K eq year-1 ha-1), forest canopy cover 985 

change (% cover increase yr-1) and climate change velocities (km yr-1, km north yr-1, km east yr-1). 986 


